
Published: November 22, 2011

r 2011 American Chemical Society 1555 dx.doi.org/10.1021/cr100454n |Chem. Rev. 2012, 112, 1555–1614

REVIEW

pubs.acs.org/CR

Advanced Nanoarchitectures for Solar Photocatalytic Applications
Anna Kubacka,† Marcos Fern�andez-García,*,† and Gerardo Col�on*,‡

†Instituto de Cat�alisis y Petroleoquímica, CSIC, C/Marie Curie 2, 28049-Madrid, Spain
‡Instituto de Ciencia deMateriales de Sevilla, CentroMixto CSIC-Universidad de Sevilla, C/Am�erico Vespucio, 49, 41092-Sevilla, Spain

CONTENTS

1. Introduction: Toward a Sunlight-Driven
Photocatalyst 1555
1.1. Scope of the Review 1555
1.2. TiO2 1556
1.3. Solar-Light Based Systems: Beyond TiO2 1561

2. TiO2-Based Photocatalysis: Doped and Composite
Systems 1562
2.1. Structural Description of TiO2-Based Systems 1562

2.1.1. Composite Systems 1563
2.1.2. Single-phase anatase systems 1564

2.2. Electronic Description of TiO2-Based Systems 1567
2.2.1. Composite Systems 1568
2.2.2. Single-Phase Anatase Systems 1570

3. Third Generation Photocatalysts: AxByOz and New
Nonoxidic Photocatalysts 1573
3.1. Perovskite Structure 1574
3.2. Perovskite-Related Structures 1576
3.3. Aurivillius Phases 1576
3.4. BiVO4 Scheelite Structure 1578
3.5. Other Structures 1579

4. New Photocatalysts for Water Splitting 1580
5. New Photocatalysts for CO2 Reduction 1583
6. Light Handling Aspects 1585

6.1. TiO2-Based Systems 1585
6.1.1. Composite Systems 1587
6.1.2. Single Phase Anatase Systems 1591

6.2. AxByOz and Nonoxidic Photocatalysts 1593
7. Sunlight-Based Photocatalysis: Current and Future

Perspectives 1595
7.1. The Quest for New Materials 1595

7.1.1. Single-Phase Materials 1595
7.1.2. Composite Materials 1598

7.2. A Summary of Present and Forthcoming Ideas 1602
Author Information 1604
Biographies 1604
Acknowledgment 1604
References 1604

1. INTRODUCTION: TOWARD A SUNLIGHT-DRIVEN
PHOTOCATALYST

1.1. Scope of the Review
Since they were first described in the scientific literature,

photoinduced processes have been studiedwith a view to developing

several industrially oriented applications. Despite differences in
their character and proposed utilization, most of the photoin-
duced processes that have been successfully exploited have the
same origin. For example, a semiconductor can be excited by light
energy higher than the band gap which results in inducing the
formation of energy-rich electron�hole pairs. In using the term
photocatalysis, it is commonly understood that we are referring
to any chemical process catalyzed by a solid where the external
energy source is an electromagnetic field with wave numbers in
the UV�visible-infrared range.1�10 Photocatalysts are usually
solid semiconductors which are (i) able to absorb visible and/or
UV light, (ii) chemically and biologically inert and photostable,
(iii) inexpensive and (iv) nontoxic. The importance of this field is
exemplified by a simple search of the ISI web database using the
terms “photocat*” and “oxide/semiconductor”; from 2000 more
than 1000 publications per year can be found.

The semiconductors TiO2, ZnO, SrTiO3, CeO2,WO3, Fe2O3,
GaN, Bi2S3, CdS and ZnS can all act as photoactive materials for
redox/charge-transfer processes due to their electronic struc-
tures which are characterized by a filled valence band and an
empty conduction band. Among these heterogeneous semicon-
ductors, TiO2 is the most widely used photocatalytic material
because it fulfills all of the above requirements as well as
exhibiting adequate conversion values.11 However, in spite of
its high conversion values, the calculated quantum yield for the
reactions studied is appreciably low: certainly well below 10% for
most degradation and synthesis processes.12 TiO2 occurs in
nature in three crystallographic phases: rutile, anatase and brookite.
Anatase is the most commonly employed in photocatalytic
applications due to its inherent superior photocatalytic
properties.8,11,13 Anatase is the least thermodynamically stable
TiO2 polymorph as a bulk phase, although, from energy calcula-
tions, it appears as the most stable phase when the grain size is
below 10�20 nm.14,15 High surface TiO2 materials should,
therefore, consist of the anatase polymorph as a general rule.
The crystalline structure of the TiO2 oxides can be described in
terms of TiO6 octahedral chains. These differ by the distortion of
each octahedron and the assembly pattern of the resulting
octahedral chains. Although the Ti�Ti distances in the anatase
structure are greater than in rutile, the Ti�O distances are
shorter.16 These structural differences cause different mass
densities and lead to different electronic band structures. The
anatase phase is 9% less dense than rutile. It presents more
pronounced localization of the Ti 3d states and, therefore, a
narrower 3d band. Also, the O 2p�Ti 3d hybridization is
different in the two structures. Anatase exhibits a valence and
conduction band with more pronounced O 2p�Ti 3d character
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and less nonbonding self-interaction between similar ions (e.g.,
anion�anion and cation�cation interactions).17 The impor-
tance of the covalent vs ionic contributions to the metal�oxygen
bond has already been discussed in a more general context for Ti
oxides.18 It could be said that these anatase vs rutile differential
structural features are likely responsible for the difference in the
mobility of the charge carriers upon light excitation.

Among the simple oxides (e.g. TiO2, ZnO, WO3, Fe2O3),
anatase-TiO2 is the dominant structure employed for sunlight
applications mostly due to its charge carrier handling pro-
perties.1�12 In the quest to optimize the photoactivity of
anatase-TiO2 systems, several research paths have been pursued.
One methodology, central to current research, considers the
extension of the solid light absorption spectrum to the visible
region. This should facilitate the use of sunlight as an inexpensive,
renewable energy source, for the excitation energy of the photo-
catalytic processes. TiO2 is a UV-absorbing material with a band
gap energy in the 3.0�3.4 eV range. It is dependent on several
physicochemical parameters such as primary particle size and
shape and surface characteristics among others. If the band gap
energy is decreased to about 2.5 eV or certain localized midgap
states having adequate (excitation) energies are present, these
would fulfill the two main requirements for generating valuable
sunlight-driven photosystems. These are, first, an increase of the
absorption power into the visible region and, second, an accep-
table potential energy of the photogenerated carriers to limit the
loss of degradation/transformation power with respect to the use
of a UV excitation wavelength.

The majority of studies involving TiO2, with respect to the
improvement of optical absorption and photocatalytic perfor-
mance, are focused on anatase modification by cation and/or
anion doping.1,5,7,8,19 Almost from the very beginning of photo-
catalytic research, the photoactivity of anatase-TiO2 systems was
typically enhanced by the addition of noble metals such as Pt, Pd,
Ir, and Ag at the oxide surface. These act as electron trapping
centers. Also anatase-oxide contact using WO3, SnO, ZrO2, or
other systems aiming at influencing the electron�hole charge
separation process was attempted.1,7,8,20�22 A judicious choice of
metal or oxide displaying absorption power into the visible
region, together with adequate electronic interface characteris-
tics, can thus lead to the development of useful systems within
the context of this work. There are additional alternatives, mainly
based on the use of all-solid Z-schemes (polymeric materials,
molecular sensitizers, hypothetical cubic-type TiO2 polymorphs)
or the use of some non-Ti inorganic solids (e.g. oxides, sulfides,
nitrides, carbon nanostructures) either in the presence or in the
absence of TiO2. These have all been tested in pursuit of this
goal.1�12,22�24 In sections 2 to 5 of this review we will present an
overview of the advanced nanoarchitectures currently employed
to transform solar into chemical energy. As listed in the outline,
these sections attempt to cover the so-called second and third
generation photocatalysts as well as other exciting novel
approaches mainly related to Z-schemes or phase-coupling
schemes and/or nonoxide photocatalysts. Section 2 covers
TiO2-based systems while novel semiconductor formulations,
other than conventional oxides such as TiO2 or ZnO, will be
discussed in section 3. These two sections concern systems that
demonstrate valuable activity in decontamination and/or partial
oxidation processes. Section 4 describes systems involving
hydrogen production and section 5 those active in CO2 reduc-
tion. Section 6 is specifically devoted to light�matter interaction
phenomena. Attempts aremade to interpret the physical grounds

giving support to the exceptional photochemical properties
shown by the most interesting solids. A comparative analysis of
the systems discussed and their future projection as environmen-
tally friendly photocatalytic systems will conclude the review.

It should be pointed out that this review will emphasize the
optimization of useful systems under sunlight-type excitation;
operation both under UV and under visible light excitations are
considered. Previously the fruitful use of sunlight has been
pursued with the development of specific reactor setups,25

typically with the help of high surface, nanostructured materials
having adequate morphological and physicochemical (including
optical) properties. An analysis of both current and future
developments from a solid state point of view, which would take
into account nanostructure, seems therefore mandatory. In this
context, it should be mentioned that, as recently evidenced in the
study of anion-doped anatase systems, a significant number of
systems can display enhanced activity under visible light with
respect to well-defined photocatalytic reference systems such as
Degussa P25, TS01 orMillennium PC500. However, the number
of successful systems compared to those using sunlight-type
excitation is certainly not only less significant but, moreover, even
scarce.5�7 It seems obvious that any real alternative must out
perform P25 or other well-defined reference systems using
sunlight in order to create attractive technologies for the future.

This review will, therefore, concentrate on novel, nanostruc-
tured materials that demonstrate useful activity under solar
excitation in fields concerned with the elimination of pollutants,
partial oxidation and the valorization of chemical compounds,
water splitting and CO2 reduction processes. There are already a
significant number of reviews covering such subjects1�13,26,27 but
here the emphasis will be on analyzing photoactive materials
from a solid state point of view. Our emphasis will be on the
influence that morphological variables, e.g. primary particle size
but also particle shape as well as secondary particle size, surface
area and porosity, all have on photocatalytic activity.

1.2. TiO2

Improving high-surface, nanoparticulated anatase-TiO2 mate-
rials requires a basic knowledge of TiO2 performance as well
as the main operating parameters. Although a detailed analysis
of the photoexcitation and further elemental processes leading
to the chemical treatment of contaminants is beyond the scope of
this review,1�12 we will, however, summarize the main issues and
highlight the main framework indicating the fields where anatase-
TiO2 may be modified or adapted to pave the way toward
developing highly efficient sunlight-driven systems. Modern
photocatalysts are usually high surface area materials, consisting
of nanometric particle sizes below 100 nm and typically around
10 nm. Therefore, the inter-related size and defect chemistry,
inherent to oxide nanomaterials, play a key role in understanding
the phenomenological behavior of such anatase systems upon
light excitation.5�7

Before proceeding to a more in-depth analysis it is pertinent to
undertake a short revision of the primary size/shape and defect
structure characteristics typical of nanoanatase materials. The
number of publications concerning these topics is overwhelming,
so for the sake of brevity we will only mention the most relevant
review articles which should be read in order access the complete
literature. Although both the shape and surface morphologies of
anatase particles can be analyzed by microscopy,28,29 we still
essentially lack a unified view of shape change as a function of
size. Some valuable reports, however, present size/shape changes
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as a function of several experimental variables.15 Essentially,
although truncated bipyramidal shapes are expected for anatase
nanoparticles, some very recent studies show unexpected shapes
for “molecular” (e.g., below 1.5 nm) TiO2 entities.

30

Anatase is the thermodynamically stable phase below 10�
15 nm.15 Due to the inherent heterogeneity and low crystallinity
of these materials, for particle sizes well below 10 nm other
analytical techniques may have significant advantages over
microscopy methods. One recent example is where joint density
functional theory (DFT) and IR spectroscopy studies made it
possible to accurately predict surface morphologies.31 Such a
correlation is based on the O�H stretching frequencies of
surface-adsorbed entities or water molecules which only give
information at a local level. The analysis of such local OH species
provides evidence of the morphology of anatase nanoparticles.
Their study from an amorphous-like precursor state showed
anatase-type surface terminations are formed well below the
onset of nucleation. Originally the more stable (101)-surface
termination is developed. Subsequently this is followed by the
(100)- and, for some samples, (001)-type surface termina-
tions.15,32�36 These results are also supported by theoretical
predictions.15,37,38 Figure 1 shows that anatase nanoparticles can
have two main or “extreme” morphologies: first, the elongated
(along the c crystallographic axis) ones dominated by (101) and
(100) faces, and second, the more isotropical ones with certain
additional main contribution from the (001) faces. The joint
analysis of this data set should indicate that situations with an
aspect parameter above 0.6 may be possible. However, the
importance of surface-alien stabilized species, such as F, needed
to reach such an objective needs further clarification (see sections
6 and 7 for a complete discussion).

Typical anatase nanoparticle morphologies can be thus re-
presented by an aspect parameter as shown in B/A in Figure 1.
These usually consist of values of 0.3�0.4 and can display a
maximum value of up to 0.57.38 Modulation or control of the
c-axis elongation of the particle through the presence of alien
surface species, such as fluoride ions, during preparation39 and
morphology control with the formation of nanostructures having
a dominant presence of the (001) facets40�45 have both been
recently reported. Recent work indicates that particle morphol-
ogy, that is, the primary particle size and shape, is governed by
thermodynamic as well as kinetic parameters of the anatase
genesis process.36 Specifically the initial local order, around 3�
6 Å, in the solid precursor state of the oxide at nucleation states
seems key in controlling size. Other variables such as the surface
OH density and net charge (e.g., hydration of surface layers)
together with the number of kinks/edges may strongly influence
shape as well as size growth after nucleation.37,38,46�48 In the case

of OH species, they can be envisaged as controlling the elonga-
tion along the c axis (e.g., particle shape).

Nanoparticulated systems display a significant number of
defects. The study of defects is important because, as shown
below, they are intimately involved in charge trapping and
recombination processes, both of which affect photoactivity in
a dramatic manner.5�7 A summary of the known point defects
present in nanoparticulated anatase is shown in Figure 2. The
(101) surface presents both 5-fold- and 6-fold-coordinated
titanium atoms, as well as 2-fold- and 3-fold-coordinated oxy-
gens. The first titanium and oxygen species display undercoordi-
nation with respect to the bulk. The studies performed over the
(001) surface reveal the presence of 5-fold-coordinated titanium
atoms, next to 2-fold- and 3-fold-coordinated oxygen atoms.49�51

Amorphization of the structure, which most likely happens for
sizes below 3�4 nm, may allow the presence of edge-type,
tetracoordinated Ti atoms. These are otherwise energetically
unstable. In fact, for particles below 10 nm, Luca recently
postulated a significant amorphization of the surface layer, with
a natural increase in the number of undercoordinated atoms with
respect to “bulk-type” terminations.52 Of course, undercoordi-
nated atoms are protonated/hydroxylated while in surface posi-
tions in samples which are in contact with air and hence, in some
cases, recover the bulk-type coordination. Punctual defects
deviating from an O/Ti = 2 stoichiometry are typically present
for primary particle sizes below ca. 20 nm. These were usually
ascribed to oxygen vacancies, which upon growth trigger both
ordering and the presence of oxygen-defective phases, such as
Magnelli and other phases described in the corresponding Ti�O
phase diagram.53,54 Specific preparation methods lead to the so-
called oxygen-deficient (or self-doping) anatase nanoparticles.
These have O/Ti ratios as low as 1.8 and a significant number
of subsurface oxygen vacancies.55�57 However, recent studies
show increasing evidence of the presence of Ti vacancy in nano-
sized anatase materials. This means a Ti occupancy of between

Figure 1. Morphology of anatase nanocrystals.

Figure 2. Schematic representation of the possible point defects pre-
sent at the TiO2 lattice.
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0.95 and 1 for, respectively, 5�10 nm anatase nanoparticles.
These are presumably stabilized (e.g., charge neutrality) by the
presence of protons forming hydroxyl species with neighboring
lattice oxygen ions.58,59 Theoretical calculations indicate that
both oxygen and titanium vacancies, as well as Ti interstitials, are
energetically feasible in anatase.60 The coexistence of oxygen and
titanium vacancies is hardly possible for energetic reasons alone.
The predominance of one of these is a function of a significant
number of variables, among which the preparation conditions
(oxygen-poor conditions drive toward oxygen vacancies while
oxygen-rich conditions lead to titanium vacancies) and size
appear to be key factors; this is further discussed below in the
context of their electronic effects. Experimental and theoretical
results thus indicate that the most frequent isolated or punctual
defects are oxygen and Ti vacancies and Tin+ interstitials.53�60

Such centers can be present at both the surface (or near surface)
and bulk positions.

It seems obvious, that as the surface area/primary particle size
increases/decreases, the number of defective anion and cation
surface centers increases. In a simple approximation, this is a
function of size and shape. While size may display a rough r�2

dependence of the number of defects above 4�5 nm, we can
expect a larger number of defects in isotropic with respect to
elongated shapes as the number of undercoordinated Ti atoms
per surface area unit should be larger in the last case. This simple
approximation is valid at least for sizes above 3�4 nm. Below this
the number of kinks/edges (which should display an r�3

behavior) becomes important and amorphization of the anatase
structure seems likely.48,52

The boundary region between the anatase nanoparticles
should also display specific structural characteristics, namely,
the presence of undercoordinated local structures not present in
surface free terminations as well as some amorphization. Already
this has been detailed in the case of other oxides such as ceria.61

In the case of anatase, Alimohammada et al.62 analyzed the
attachment of well-defined of nanoparticle surfaces. They ob-
served oriented interfaces (e.g., attachment) driven by electro-
static forces between the (001) local planes and undercoodinated
atoms along the edges of two (101) planes of other nanoparticles.
Data regarding local order detail within such interfaces requires
further input. In systems that exist with more than one phase,
they can display differences with respect to the single phase
system, particularly at boundary regions. As will be detailed
below, in the case of anatase/rutile interfaces, in particular, for
Degussa P25, attachment has been thoroughly analyzed.

From the previous discussion, it should be clear that nano-
crystalline anatase has two electronic differences with respect to
the bulk anatase material. These are associated with the twomain
physicochemical parameters already mentioned: size (more
generally speaking morphology) and defects.54 Quantum-size
confinement effects on band structure essentially arise from the
presence of discrete, atomlike states. These states can be
considered as being a superposition of bulklike states with a
concomitant increase in oscillator strength. The natural conse-
quences of these size-induced electronic phenomena are first the
band narrowing and then the subsequent changes in band energy
and gap. Although still the subject of discussion, the best
experimental work seems to indicate that such a material only
exhibits quantum size effects (more precisely strong confinement
effects) for very small sizes, below 2�3 nm.29,63,64 According to
theoretical expectations, however, surface effects derived for
undercoordinated atoms (where the local structure is in turn

related to the hydrated/dehydrated state of the surface) plus
amorphization can in fact counteract the expected quantum blue
shift of the band gap energy for particle sizes around 2�3 nm.65 It
should be noted that, within this size range, the anatase particle
structure may be strongly perturbed. There are structural char-
acteristics, such as 4-fold-coordinated Ti ions, which are not pre-
sent in particles greater than 4�5 nm. Of course, in a nanoparti-
culated material, no band bending occurs at the surface of the
material. In the case of anatase, there is always the question of
whether the first allowed band gap indirect transition of the bulk
material has a “vanishing” intensity in nanosized materials.
Hence, the direct band gap energies lying slightly above the bulk
indirect ones (all appearing between 3.0 and 3.5 eV) could be
observed in specific cases.52,66

The electronic states associated with defects are not easily
summarized. But from recent reports through the use of a suite of
analytical techniques such as strain�stress XRD measurements,
Raman analysis of peak width, impedance, electron spin and
photoluminescence spectroscopies and other measurements
based on the use of electron/hole scavengers and/or surface
reactive molecules, a consistent picture has started to evolve.2�7

We can speak of shallow or deep donor levels that are energe-
tically near or below the conduction band whereas acceptor ones
are located either near or above the valence band. Exponential
and/or Gaussian-like distributions with a width proportional to
the number of defects can be created.67,68 It should be noted that
this terminology has a slightly different physical meaning than
that typically describing alien cations or anions in the anatase
structure as donor/acceptor species. Essentially we are talking of
more or less localized states for pure anatase, which are schema-
tically depicted in Figure 3. The localization of the charge is
essentially driven by the broad energy distribution. A typical
number of defects range from 10�1 to 10�3 atom basis. As the
density of states (DOS) varies over 0.5�1.0 eV (typical cases as
discussed below), electronic carriers (that is electrons and holes,
present in these levels) are found to be permanently localized in
most cases.67 There are, however, indications for high levels of
defects (for example Ti vacancies above 5� 10�2 atom basis) in
5 nm anatase particles.58 This suggests that, below such size,
defect-electronic states may have some extended, nonlocalized
“band-type”midgap electronic structure. However, as repeatedly
mentioned, at sizes below 4�5 nm a strong amorphization of the
anatase structure may result which greatly limits our current
understanding of the situation.

Figure 3. Main electronic characteristics of nano-TiO2 (15 nm >
particle size > 4�5 nm). See text for details.
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The density of states or electronic distribution of these
vacancy-related midgap energy levels have been obtained
experimentally,7,69�72 which allows a comparison between dif-
ferent samples. Care must be exerted, however, in considering
that the corresponding electronic level distribution is strongly
influenced by the difference in dielectric constants between the
semiconductor nanoparticle and the neighboring medium.73

Above the Fermi level, the electronic levels display distributions
ranging from 0 to 1.5 eV from the corresponding flat band
potential with maxima (or depth) located sometimes at 60�100
meV65,69,72 and in other cases around 0.4�0.6 eV65,69,71 or
0.7�1.4 eV.69,74 All the shallow levels are rather complex to
assign. But the interparticle grain boundary and/or surface defective
(e.g., undercoordinate) cation with Tin+ (n > 3) are structural
situations which are assumed to generate such states.5,65,69�76 The
deep levels (>0.7 eV) are exclusively ascribed to Ti3+ states
arising from oxygen vacancies and/or interstitial Ti species.77�80

The predominance of oxygen vacancies vs interstitial cations is
generally assumed.1�10 Some recent work of Besenbacher,
however, may indicate a more prominent role of the Ti cations
than has been previously assumed.78

There are also localized electron acceptor levels below the
Fermi level. Some of these are shallow ones close to the valence
band edge and other deep states located ca. 0.7�1.3 eV above
that limit.5�7,69�74 Shallow acceptor levels are customarily
identified with defective, undercoordinated lattice O2� ions.
These are either at the surface or, what is less likely but also
known to be present, at the bulk, called O•� after hole capture.
Deep levels are more difficult to assign unequivocally but
typically appear for small primary sizes, below 10 nm, and/or
for poorly crystallized samples. This appears to indicate that certain
nonpunctual or associated defects and/or amorphization (typically
induced concomitant to the presence of bulk OH species) may be
the origin of these electronic states.5�7,69�75,81,82 Some authors
highlight the resemblance of these deep trap levels (as well as the
other localized electronic states described previously) with the
so-called color centers observed in ionic oxides.6,75

To summarize, it is clear that the nature of the midgap
electronic levels in anatase is still to be fully clarified. In spite
of this, Figure 3 schematically depicts midgap levels for a particle
size in the ca. 5�15 nm range following the main guidelines
discussed previously. The particle size decrease and concomitant
presence of gap states raise the Fermi level position. Below 5 nm,
the significant presence of Ti vacancies and the strong alteration
of the anatase structure (together with the fact that the majority
of these samples are subject to preparations that very likely allow
the presence of C-containing impurities in large amounts) lead to
a very different scenario than that described in Figure 3. The
dominance of anion or cation (substitutional) vacancies is
important as this would drive to n- or p-type conduction,
respectively. The n/p-type conduction in turn would affect the
ease by which the different charge carriers are generated and
trapped and reach the surface.

From basic quantum mechanisms, it is known that the
absorption of light with energy higher than the band gap
promotes electrons into the conduction band (CB); this leaves
holes in the valence band (VB), as shown in reaction 1.

TiO2 þ hν f TiO2ðeCB� þ hVB
þÞ ð1Þ

This is the so-called “charge separation phenomenon”, which
follows the well-known Fermi golden rule under the dipole

approximation.68 The electron�hole pair which is formed after
the absorption of light is called the exciton. This phenomenon
occurs on the time scale of femtoseconds, below 100 fs.83�85 For
TiO2 and other oxides, absorption leads to the formation of
singlet exciton states. Strong spin�orbit coupling with cation
orbitals facilitates intersystem crossing to the triplet exciton
states; this latter is presumably longer-lived and has the potential
to undergo further physical/chemical transformations. Due to
quantum confinement and in accordance with the electronic
structure of nanoparticulated solids, the absorption of light
becomes discrete-like and size-dependent. For nanocrystalline
semiconductors, both linear and nonlinear optical (absorption
included) properties arise as a result of transitions between
electron and hole-discrete or quantized electronic levels. Depending
on the relationship between the radius of the nanoparticle (r) and
the Bohr radius of the bulk exciton (RB = εp2/μe2; μ, exciton
reduced mass, and ε, dielectric constant of the semiconductor),
the quantum confinement effect can be divided into three
regimes: weak, intermediate and strong confinement regimes.
These correspond to r. RB, r≈ RB, and r, RB, respectively.,

86

The effective mass theory (EMA)87 is the most elegant and
general theory for explaining the size dependence of the optical
properties of nanometer semiconductors (of course above a
certain size where “molecular” behavior is not observed, typically
2 nm). Of course other theories such as the free-exciton collision
model (FECM)88 or those based on the bond length�strength
correlation89 have been developed also to account for several
deficiencies or as alternatives to the EMA theory. For the onset of
light absorption, e.g. the optical band gap, as well as for all the
electronic transitions present in the optical absorption spectrum,
the EMA theory predicts an r�2 dependence, with a main r�1

correction term in the strong confinement regime, while FECM
gives an exp(1/r) behavior. The Bohr radius of TiO2 is 1�2 nm.
This indicates the size region where strong quantum confine-
ment effects are expected in the band gap energy of such
materials and, thus, in the chemical potential of charge carriers.
In such a simplified view, which omits surface effects on the band
structure, TiO2 anatase, greater than 3�4 nm, does not display
size-dependence in valence/conduction band flat edge and band
gap energies. This leaves “free” carriers modified (with respect to
the bulk material) by secondary effects connected with the
discretization/narrowing of the valence and conduction levels.

Once the electron�hole pair can be stabilized, both charge
carriers should diffuse to the surface of the particle in order to
generate chemistry. A rough approximation of the diffusion
coefficient (D) can be obtained by using the Frohlich theory.90

From this, a (random walk) calculation of the time required (t =
r2/π2D) to reach the surface of spherical TiO2 nanoparticles with
characteristic size below 10 nm indicates that the electron
diffusion process will last, at most, a few picoseconds. The
corresponding transition time for holes would be below
100�300 fs.91�93 The time response of electrons is obviously
dependent on the energy of excitation as well as the presence of
shallow traps which are roughly in thermal equilibrium with the
free electrons. However, estimations of average lifetimes indicate
that these would not exceed a few hundred picoseconds.93 Apart
from the inherent limitations of applying the Frohlich theory to
nanoparticulated systems,7 another important point is that
electron and hole transport are known to be trap-limited in
nanosized TiO2.

85 Modern theoretical frameworks allow the
interpretation that the electron/hole diffusion coefficients de-
crease proportionally with the number of (deep) traps present
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(i) in the particle67 and/or (ii) created by the network morphol-
ogy (porosity, secondary particle size) at interfaces of the porous
material.94,95 These trapping phenomena (more correctly speak-
ing, trapping and relaxation, e.g. multiple trapping) occur over a
broad time scale. These range from picoseconds to milliseconds
or even a fraction of second and always compete with the charge
recombination process. From an experimental point of view, an
important result was first reported by Cornu et al. They showed
that the charge carrier dynamics in the temporal region below the
microsecond appears to be “irrelevant” with respect to anatase
surface chemistry.96,97 Hole trapping, relaxation and transfer (to
surface species) processes all appear to be significantly faster and
occur in the pico- and nanosecond region.85,91�93,98 These
experimental results also highlighted the facts that (i) electron
trapping species with shorter lifetimes than a few microseconds
are largely of importance in relation to their contribution to the
charge recombination step; those having longer lifetimes, on the
other hand, can be involved in the surface chemistry steps that are
directly linked to the degradation or transformation of organic
molecules; and (ii) holes interacting or recombining with multi-
trapped electrons (with respect to anatase these are typically bulk
species) control the diffusion process of the charge carrier species
to the surface in nanosized TiO2 under light excitation. These
studies also indicate that free-like or shallow-trapped electrons
most likely accumulate in the interior part of the particle (for
particles with sizes greater than 5 nm) while both trapped charge
species are generally located at the surface of the nanometer TiO2

particles.98,99 Long-lived (e.g., deeply trapped) electrons (and of
lesser importance holes) are recombination centers if located
within the bulk or innermost part of the nanoparticle. As
discussed in section 6, under reaction conditions, holes at the
surface may be trapped by hydroxyl radicals and/or directly
transferred to the pollutant while electrons are initially trapped
by anion-related traps and/or by gas phase oxygen.1�11 Recent
results indicate that hydroxyl and oxygen-containing radicals

move freely through the gas/liquid-catalyst interface and are not
strictly retained at the surface.100 Whereas, as previously men-
tioned, hole trapping and surface reaction(s) are quite fast,
electron trapping kinetics (by gas phase oxygen), on the other
hand, is in the micro- to millisecond range. Once again this
indicates the dominant contribution of multiple-trapping elec-
trons to this surface-chemical process.5,7 A schematic view of the
time scale of the different charge carrier-related phenomena just
discussed is included in Figure 4.

Charge carriers formed in TiO2 nanostructures upon absorp-
tion of light (reaction 1) can relax or recombine in both radiative
or nonradiative ways, according to reactions 2 to 5.

eCB
� þ hVB

þ f TiO2 þ energy ð2Þ

eTr
� þ hVB

þ f TiO2 þ energy ð3Þ

eCB
� þ hTr

þ f TiO2 þ energy ð4Þ

eTr
� þ hTr

þ f TiO2 þ energy ð5Þ
Here the subindexes CB, VB and Tr stand for conduction and

valence bands and trapped charge carriers, respectively. It should
be noted that charge carrier energy relaxation or de-excitation in
bulk semiconductors is dominated by nonradiative interactions
with longitudinal optical phonons. These lead to fast (as de-
scribed in the previous section, typically near picosecond or sub-
picosecond) carrier cooling dynamics.101 This is the so-called
“Frohlich interaction”,90 which is used to calculate diffusion
coefficients. However, in nanometer systems, whether or not in
weak or strong confinement regimes, the charge carrier relaxa-
tion mediated by interaction with phonons is drastically hindered
because of the restrictions imposed by energy and momentum
conservation. This leads to a phenomenon called “phonon
bottleneck”. It appears that relaxation is in fact dominated by a

Figure 4. Time scales of “elemental steps” occurring in a prototypical photocatalytic process.
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“non-phonon” energy-loss mechanism mediated by Auger-
type electron�hole energy transfer phenomena.101,102 Auger-
recombination in a semiconductor is a nonradiative multiparticle
process which leads to electron�hole pair recombination
via energy transfer to a third particle (electron or hole) which
is re-excited to a higher energy state. In nanometer systems,
confinement-induced enhancement in Coulomb interactions
and relaxation in translation momentum conservation should
lead to increased Auger rates with respect to bulk systems.
The atomic-like structure of the energy levels should hinder
the Auger process because of a lower availability of final states.103

As a result, Auger recombination can only occur in nanometer
systems with the participation of a phonon (as a four-particle
process) or with the involvement of a final state from the
continuum of states outside the nanocrystal.104 This analysis
supports the idea that a major number of the electrons and holes
would recombine using nonradiative channels. These might
involve interparticle de-excitation and thus can be influenced
not only by primary particle size but also by other morphological
parameters such as porosity and secondary particle size.

Direct recombination models describe the reaction of the
geminate ion pair in the lattice before any transfer to trapping
sites.105 This type of recombination takes place below the
picosecond region. Serpone et al. found that this process could
be the only (radiative) absorption decay in ca. 2 nm TiO2

particles. It has a characteristic time of 10 ns. In addition, it
dominates (ca. 90%) in 10�25 nm particles and has a decay time
that decreases with increasing particle size.106 The significant
differences with the 2 nm sample can be attributed to the low
crystallinity degree of the anatase phase in such small particles.
Other charge carrier decay kinetics are observed after 1�10 ps.
Depending on sample and experimental conditions these can
extend to the subsecond domain. Such recombination processes
are called nongeminate recombination and include contributions
with at least one previously trapped charge species. Two typical
nongeminate recombination processes are observed in anatase.
These are ascribed to interaction of deep-trap electrons with
valence band holes or conduction band/shallow-trap or free
electrons with deep-trap holes, respectively.69�71,75 Their non-
exponential decay kinetics indicate multiple-trapping processes,
which are mainly related to deep-trapped species, as discussed
above.5,67,75,107

In summary, the work concerning nanoparticulated TiO2

electron/hole dynamics indicates that there are several factors
in photoelimination reactions which need to be carefully tuned in
order to obtain active solids. Nonradiative recombination ap-
pears to be the main de-excitation channel for such systems. It
seems to be connected with a significant number of morpholo-
gical properties of the solid including porosity and secondary
particle size. Primary particle size diminishing seems to produce
two adverse key contributions associated with nonradiative
recombination: (i) enhancement of the geminate recombination
and (ii) the presence and subsequent role of bulk electron traps.
Particle shape affects the photoactivity through the involvement
of theOH groups in (at least) some degradation processes as well
as affecting the variation of surface cation (Ti) and kink/edge
defect number.

Hence, these three morphological parameters, primary and
secondary particle size and particle shape, all need to be carefully
engineered in order to control the photoactivity. Their simulta-
neous optimization must be capable of controlling the defect
surface/bulk densities, with a view to accomplishing a number of

objectives. First, it is necessary to minimize light to chemical
energy conversion losses by either nonradiative means (the main
de-excitation pathway) or geminate radiative recombination; this
occurs mainly through control of primary and secondary particle
size. Second, it is necessary to minimize nongeminate recombi-
nation through control of the number of bulk traps. This is
particularly relevant to electron traps since this charge carrier
suffers an acute multitrapping process and, in the case of n-type
semiconductors, accumulates at the bulk. This is intimately
linked with primary particle size although it appears that this
mostly occurs through a dependence on the surface to volume
ratio for reasons that are not clear at the moment.108 Finally, the
third consists of modulating deep-trap chemistry of the holes and
surface electrons. Thus, just limiting the attention to primary
particle size, it defines three important regions because of the
different nature of the defects. The first is roughly located above
and below the 4�5, 12�15 nm cutoff edges. The second cutoff is
more imprecise mainly due to the significant variety of surface
effects which exert a strong influence on the structural/electronic
properties.

1.3. Solar-Light Based Systems: Beyond TiO2

As has been known for several decades, an improvement in
TiO2 activity requires the simultaneous control of both mor-
phology and defect structure. According to the previous discus-
sion, it is possible to speculate that an elongated shape (aspect
ratios clearly below 0.4; Figure 1) for nanometric particles greater
than ca. 4�5 nm but less than 12�15 nm, with simultaneous
minimization of the bulk defect number, should maximize
anatase-TiO2 photoactivity upon UV excitation. However, this
behavior is not typically observed as the (001) anatase plane is
known to be highly reactive;7,40�45 this will be discussed further
in more depth in section 6. The limitation of primary particle size
at the nanometric range clearly leads to high reaction rates,
inherent to the high surface area of the material, but also will
maximize specific photoactivity rates per surface area unit if the
whole morphology (not only the primary particle size) and
defect chemistry of the material are adequately handled.

The requirement of using sunlight as the excitation source for
the degradation reaction demands, as a principal requirement,
the modification of the electronic characteristics of a UV-
absorber system such as anatase-TiO2. Two main potential
modifications may be envisaged: a decrease in the band gap or
the presence of more or less localized midgap states. Although
these will lead to different scenarios each with well differentiated
structural/electronic characteristics, both possibilities have been
explored almost from the beginning of research into photocata-
lysis using dopand ions. The approach involving doping ions
(plus the corresponding charge neutrality defects) needs to
accommodate simultaneously their influence in (i) charge trap-
ping and recombination processes, (ii) morphological properties
(primary and secondary particle size and particle shape), and (iii)
the surface chemistry. This mainly involves OH and/or other
alien species which are related to the acidity and basicity proper-
ties. As discussed below, some of the most critical issues affecting
TiO2-based systems are so strongly affected by the presence of
doping ions that they need to be very carefully formulated in a
context far from that discussed above for unmodified anatase.
However, knowledge and a good understanding of the pure
anatase-TiO2 system is a necessity in order to develop new
optimized materials capable of displaying optimum photoactivity
on sunlight excitation. A third possibility using anatase-TiO2
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requires the incorporation of an external visible-light absorber,
sometimes called a sensitizer. Solid-state sensitizers (as opposed
to adsorbed molecules) are the only ones that can ensure long-
term stability over a wide range of reaction conditions. Here we
will briefly discuss the three most thoroughly analyzed pathways.
These are the semiconductor-anatase system, the metal�anatase
two-phase systems and finally other 3-component systems, in
particular Z-schemes which simulate naturally occurring ones.
With respect to sunlight excitation, a few words concerning
carbon-nanotube-TiO2, polymer-TiO2, and other less well ex-
plored systems will be also included. All these TiO2-based
systems will be presented in section 2 of this review.

As an alternative approach, exciting novel developments
generally imply the absence of anatase as a solid photocatalyst
and instead try to exploit new architectures in order construct
novel photocatalysts. In section 3 we will review the main
structures known to date which are important in the transforma-
tion/oxidation/elimination of pollutants. Sections 4 and 5 are,
respectively, devoted to photocatalysts involving hydrogen gen-
eration and CO2 reduction processes.

2. TIO2-BASED PHOTOCATALYSIS: DOPED AND
COMPOSITE SYSTEMS

In the context of photocatalysis, research into the doping
process of TiO2 was initiated with the aim of improving titania
performance under UV light. Choi et al.’s109 exhaustive work
used nanoparticulated anatase sized below 5 nm and tested the
catalytic performance at 0.1�0.5 atom % doping levels for 24
cations. Systems containing Fe3+, Mo5+, Ru3+, Os3+, Re5+, V4+,
and Rh3+ showed increasing activity with respect to the titania
reference systems. However, they also exhibited a complex
dependence on dopand concentration, state in the lattice and/
or surface/bulk, d-electron configuration, light intensity and
other physicochemical variables. Using sunlight-type excitation,
Fuerte et al. published another general test using 9 different
cations over a broad range of concentrations (1�25 atom %) for
single phase anatase materials. They found that the photoactivity
can be increased from that of the titania reference systems (P25
or nanosized anatase) in the case of V4+, Mo6+, and W6+.
However, in this case, the above-mentioned variables also appear
to play a complex role. The d-electron configuration, the band
gapmodification and the lattice state are the principal ones.19,110�112

Similarly, Anpo et al. demonstrated that the improved perfor-
mance of Fe3+, Cr3+, and V4+ anatase-type systems on sunlight-
excitation. In these cases the alien cations were hosted into deep
positions of the samples as a result of the magnetron sputtering
preparation.2,113 The structural complexity and, therefore, the
number of structural and electronic variables influencing photo-
activity are even greater for composite systems having 2 or 3
phases.21,22,114,115The examples just discussed are simple but
illustrative examples of those that led to the key conclusion
reached from hundreds of such studies: namely, there are a
number of structural and electronic variables involved in the
anatase photoactivity modulation in the presence of alien species
or phases.

In spite of the complexity of these systems, recent work has
contributed significantly to clarifiying the situation. It has became
increasingly obvious that the first step in the rationalization of the
performance of TiO2-based systems requires a careful and
complete structural and electronic characterization of such
systems. Ideally this should be jointly carried out with an analysis

of both the photoactivity and charge carrier behavior. Taking into
account such a conceptual scheme and with a view to rationaliz-
ing the literature, it is pertinent to first present an outlook of the
main structural state that occurs with the introduction of alien
species or phases. The study of themain electronic effects derived
from well-defined structural situations is also a requirement. The
importance of these structural and electronic modifications in
light handling processes and photoactivity will be considered in
section 6.

2.1. Structural Description of TiO2-Based Systems
Figure 2 depicts the main structural states connected to the

presence of punctual defects which are in turn associated with
doping. The anion (A species in the plot) and cation (M species
in the plot) are characterized by two main structural parameters:
(i) the presence at the surface or bulk of the particle and (ii) the
presence at substitutional or interstitial positions of the anatase
lattice. Although this simple classification considers the M or A
alien species as isolated centers, the connectivity with the
neighboring anatase ions is also relevant. The presence or
absence of [M�O�M/Ti], [A�Ti�O/A] or [Ti/A�O�
Ti/A] bonds needs to be considered in order to describe, in a
simple yet reasonable (and experimentally achievable) way, the
local order of a TiO2-containing solid.

A graphical representation of all structural states is displayed in
Figure 5. When theM/A alien species is exclusively at the surface
of the material, the result is the formation of composite systems.
TheM/A-containing phase may be present as patches of reduced

Figure 5. Main structural situations encountered in titania-based
systems prepared in the presence of an alien species.
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dimensionality (Figure 5a) or completely encompassing the
surface (Figure 5b). The chemical nature of the M/A species
will lead to semiconductor-anatase or metal-oxide composite
(multiphasic) systems. First these two structural situations
leading to composite systems will be detailed. In these cases,
TiO2 remains unaltered andmaintains the same physicochemical
properties or characteristics discussed in section 1.2 for the
unmodified oxide.
2.1.1. Composite Systems. Semiconductor�anatase sys-

tems consist of three different useful types within the context
under discussion: oxide�anatase, phosphate�anatase, and chal-
cogenide�anatase materials. Archetypical examples are the
rutile�anatase (TiO2�TiO2), SnO2-; ZnO-; ZrO2-; Bi2O3;
Fe2O3-; Fe3O4-; WO3-; CeO2-; Cu2O�TiO2 and Bi2S3-, PbS-;
CdS-; and CdSe�TiO2 systems.21,22,69,114�124 However, the list
is shortened when limited to active and reasonably stable systems
in connection with sunlight-excitation: WO3-; Cu2O-; BiOxCly-,
as well as specific geometrical configurations of CdS-; and
CdSe�TiO2 systems. Other useful candidates could be γ/α-
Fe2O3�TiO2 and CeO2�TiO2, but these are somewhat limited
since apparently there are only a few reports with sunlight
although there are several with UV or visible light sources.
Recently, some complex oxides such as FeTiO3,

125 NiTiO3,
126

LaVO4,
127 and Bi-based oxides,128 or oxohalides,129 have been

also tested in contact with TiO2. Other less explored but yet
important systems are the polyoxometalates and hetopolyacid-
TiO2,

100,130�133 phosphate-TiO2,
114 multiwall carbon-nanotube-

TiO2,
134 or polymer-TiO2 systems.135�138 In these latter cases,

the nonoxidic component but also the interface play a capital role
in the absorption of visible light photons. Rutile-anatase
(TiO2�TiO2) is interesting because the ion-doping of any of
these phases leads to visible-light active materials. Also of interest
are the 3-phase Z-type schemes using Au/Pt/Rh. These are
a direct extension of the chalcogenide�anatase systems where
Au/Pt/Rh acts as an electron modulator which is in physical

contact with both semiconductor phases in order to render
effective photocatalytic systems.23,139 A parallel scheme which
allows practical use of MSx nanostructures in elimination reac-
tions considers the use of MSx/polymer nanocomposites with
adequate electronic structures to permit a fast drain of holes
produced on the inorganic semiconductor upon light excitation.
This limits the autoreduction process.140 In addition, both direct
and indirect Z-schemes incorporating TiO2 have been pursued in
order to physically or spatially separate the reduction and
oxidation reactions.141,142

Figure 6 depicts a schematic representation of all the 2/3-
phase structural situations commonly explored in the literature
and based on “external” phase-coupling or “internal” core�shell
geometries for multiphase contact. Rutile-anatase interfaces are
the structural states subjected to the most intense structural
research. In the case of the P25 system, it is well-known that
nanometric (smaller than 20 nm) anatase patches are supported
on larger rutile particles (ca. 25�30 nm). To summarize some-
what simplistically, the Ti and O surface sites appear to complete
their coordination at the interfaces, reaching, respectively, 6- and
3-fold coordinations characteristic of the bulk. This occurs at a
narrow interface layer (less than 0.5 nm) with some general
disorder with respect to the bulk oxides.116,143 In addition, novel
punctual defects seem to appear. It has been postulated that this
is the case of tetrahedral Ti4+ species.99,116,118 As previously
discussed, 4-fold-coordinated Ti species are rather uncommon
on pure anatase surfaces. They are believed to be of importance
for particle size smaller than 5 nm only. Focusing on the case of
surface growth of anatase on larger rutile particles, it appears that
structurally similar rutile (20�30 nm)�anatase (5�10 nm)
2-phase systems demonstrate that the optimum anatase content
for maximizing the photoactivity appears close to 20%.144 The
surface contact between the two oxides is, however, strongly
dependent on the preparation method. A fundamental rationa-
lization of the anatase content leading to maximum photoactivity

Figure 6. Illustrative representation of binary (A) MOx(MSx) or metal/TiO2 coupled or core�shell and (B) ternary MOx(MSx)/metal/TiO2 systems
under UV and/or sunlight excitation.
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as a function of both anatase�rutile particle size and the degree
of interface contact145 has been published.
Figure 7 brings together the data necessary to produce a

correct rationalization of the anatase-oxide contact as a function
of size. The analysis must take into consideration that the strong
structural/electronic differences in anatase for particle sizes both
smaller and larger than 5 nm would display, respectively, p- and
n-type conductivity. As mentioned previously, this could be
driven by a change in the main point defect on going from
anionic to cationic nature. According to recent reports, such
differences are not observed in rutile.52 Due to polydispersity,
anatase�anatase nanoparticle contact also has the potential to
display several electronic contacts within the same single phase
sample.7

Figure 7 also summarizes WO3, Cu2O, or Fe2O3 single-oxide
electronic features as a function of size. Unfortunately, details
about the structural interfaces between oxides such as WO3,
Cu2O, or Fe2O3 with anatase are essentially unknown from a
structural point of view. Nanosized WO3 is frequently crystal-
lized into monoclinic (P21/n) or orthorhombic (Pnma or Pban)
phases whereas Cu2O presents a cubic structure. Fe2O3 can exist
as three polymorphs γ/α/ε. However, an understanding of the
relative stability of these phases in the nanometer range (below
20�15 nm) is much less clear than for titania. Although some
works suggest the α as the most stable,146 the gamma polymorph
is typically pointed out as the stable phase for size below ca.
15 nm.147 The presence of several W oxidation states, anion
vacancies, and correspondingWO3 surface phases (with a certain
degree of amorphization) on anatase gives an idea of the
complexity of the situation that can be encountered in such
cases.148,149 The presence of CuO at the surface layers of
nanoparticulated Cu2O is also well established.150 A critical point
when dealing with oxide�oxide systems is the modification of
surface area and properties, in particular acidity. The reason for
this is that the photocatalytic elimination (oxidation) of most
pollutants requires the presence of somewhat moderate acidic
sites, the number of which is directly proportional to the
photoactivity of particular samples under UV excitation.151,152

Other oxides can also be useful in the context of sunlight; in
the case of simple oxides, CeO2 and Bi2O3 were previously
pointed out as representative examples. Due to the relatively
limited performance observed for the former and the low stability
of the latter, they (or other oxide-containing systems) will not be
described here. However, a brief mention of the corresponding
oxide-TiO2 composite materials will be presented in section 6.
Chalcogenide (mainly sulfide)�anatase systems have the

potential for making well-defined systems due to the current
opportunities for achieving high morphological (size/shape)
control of the chalcogenide materials. As detailed below, and in
spite of the fact that not much interface structural detail is known,
the influence of sulfide particle size and other morphological
characteristics on photoactivity has been explored.21,22,114,115,120

Most sulfide systems, in particular CdS, suffer deactivation by
oxygen-induced photocorrosion under reaction conditions. This
leads to ion leaching in solution and the formation of an
elemental sulfur layer at the surface of the particle. As mentioned
above, this problem has been solved using several approaches: (i)
contact with an electron-drain system such as Au or Rh upon a
Z-contact scheme,23,139 (ii) contact with a quick drain hole
polymeric system,140 or (iii) the creation of core�shell structures
where the sulfide is protected by a limited number of anatase
shells.153

Metal�anatase composite systems have been analyzed from
the starting point of the photocatalysis research field; typical
metals investigated are Cu, Ag, Pt, Pd, Ru, Ir and more recently
Au.1,20�22,154 Metal�anatase�silica ternary systems with the
metal bridging the contact between the two oxides are also
utilized.155 Similar to the semiconductor�anatase case, the de-
sign of metal�anatase nanostructures is based on two main
models which correspond to phase-coupled or core�shell geo-
metries. These are schematically summarized in Figure 6. From a
structural point of view, the joint analysis of DFT (density
functional theory) calculations and STM (scanning transmission
microscopy) experimental data show that metals are deposited
over oxygen vacancies or surface edge sites. Both the oxygen
vacancies and the surface edge sites act as nucleating centers on
the anatase surface. All the metals listed above tend to form 3D
islands over anatase surfaces.53,156,157 Metals and, particularly,
noble metals are expected to undergo morphology (sometimes
including size) changes after prolonged exposure to light under
liquid-phase reaction conditions.9,154 The size-dependence of the
metal�anatase interface characteristics has been reported.21,22

But due to the fact that it is mostly concerned with electronic
parameters, its description is delayed until section 2.2.
The simultaneous presence of noble metals (Pt, Ru, Pd, Rh) and

metal oxides (NiO,RuO2) as cocatalysts forTiO2-based systems also
merits attention. In this case, reduction and oxidation semireactions
of the photocatalytic process take place without the direct interven-
tion of the anatase surface.158 Finally, it should be pointed out that
recently WO3-supported metal-promoted systems appear to be
highly active compared withM-promoted N-containing TiO2-based
systems under sunlight-type excitation. Hence, they may prove
attractive for future photoactive alternatives.159,160

2.1.2. Single-phase anatase systems. Figure 5c and 5d
exemplify the two other main structural states encountered in the
presence of alien species. These two extreme situations are a result of
the presence of alien doping species located into the anatase
structure. The first (Figure 5c) represents a system with a radial
concentration gradient of the alien species. This leads to either
surface depletion or enrichment of one of the cations (Ti or M) or
anions (O or A). This is a unique yet relatively common case
resulting from local ordering inhomogeneities derived from the
energetic prevalence of M�O�M/A�M�A vs M�O�Ti/
A�M�O bonds. The complete picture can take into consideration

Figure 7. Size dependence of the main physicochemical properties of
several semiconductors. Valence and conduction bands are represented
by the corresponding top and bottom edges, respectively.
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the possible existence of M- or A-enriched local patches either at the
surface or in the bulk of the anatase material.19,112 Of course, the
presence of alien-species enriched patches at the surface which are of
a well-defined nature has already been represented in Figure 5a. So
here we will consider situations where there is a certain presence of a
binary phase and not just a “simple” phase/compound (e.g., a pure
oxide, sulfide, nitride). Finally Figure 5d displays a true solid solution
with a (more or less) constant chemical composition throughout the
particle size.
As summarized in Figure 8, the tendency for surface segrega-

tion of M cations in anatase mixed-oxide materials has been
studied. Typically it has been observed for V, Ca, Sr, Ba, Mn, Zn,
Sb, Fe, La and In and occasionally detected for Cr, Co, Ni, Mo,
Zr, Sn, Ce or Nd, while other cations such as Ta, Nb orW do not
show any appreciable tendency to accumulate at the surface
layer.19,54,109�111,113,161�180 This is a direct consequence of the
corresponding M solubility limit into the anatase structure. This
is relatively low (below 5 atom % in Ti1�xMxO2(δ) for V, Fe,
Mn, La and In; intermediate (ca. 5�12 atom %) for Mo, Cr, Co,
Ni, Sn, Zr, Ce or Nd; very high (near or above 20 atom%) for the
remaining cations mentioned. Ca, Sr and Ba may display high
solubility limit(s) but concomitant amorphization of the titania
structure occurs above ca. 5 atom %.163 M cations can addition-
ally show differences in terms of their location into the anatase
lattice as most of the cations tend to occupy substitutional
positions. Only a few such as Nd, V and Fe (and the noble
metals) can favor partial (as they are additionally present at
substitutional positions in most cases) occupation of interstitial
positions.54,165,170,176,181 There is some uncertainty with respect
to Ce as well as Ni, Mn, Cr and/or Co on the doping level. These
are typically either below or above 5 atom%which is attributable
to the range of conditions driven by the multitude of experi-
mental preparationmethods. In the case of Ce, this can be related
to the presence of additional phases such as CeTiO4 or the
pyrochlore-type Ce2Ti2O4 which because they display limited
crystallinity escape detection by conventional techniques. In
addition, the presence of such phases would result in photo-
activity and hence render the study of these Ce�Ti binary

systems much more difficult.182,183 Other, even more complex
cases, such as Cr or Fe, are discussed in detail below.
The presence of a Mn+ cation with n 6¼ 4 at the anatase lattice

necessarily implicates the presence of defects in order to achieve
charge neutrality.184 Although very few studies deal with the
structural topic at both local and long order ranges in detail, it is
somewhat surprising that the few studies where the structure of
the nanosized mixed oxide has been rigorously analyzed at both
local/long ranges show the presence of cation vacancies irre-
spective of whether the M oxidation state is above or below
4.165,170 For Mn+ with n < 4, the charge valence is achieved with
the additional presence of hydroxyl groups.165 Stabilization of
cation defects on the Ti1�xMx[]zO2�w(OH)w stoichiometry
(where [] represent a cationic vacancy) through partial re-
placement of the oxide ions by hydroxyl groups is a common
feature with cation-defective anatase nanomaterials with limited
size (below 5 nm).59 Other studies, however, showed the
expected anion vacancies such as in the case n < 4 (Fe) and
nanosized materials.185 More complex structural defects with the
prevalence of anion vacancies independent of primary particle
size can nevertheless occur in cases such as Cr. Here two
oxidation states either above or below 4, Cr6+ and Cr3+, can
exist simultaneously.186 Oxygen vacancies efficiently release
strain in the anatase structure, and their existence in nanosized
materials would be thus a function of the Mn+/Ti4+ radius ratio,
being favored as the ratio departs from 1. In the case of n = 4,
systems with an anatase structure, these are found to display
anion vacancies only.152,175,176

The predominance of cation vs anion vacancies could, there-
fore, be a function of (i) primary particle size; according to the
situation on unmodified titania, cation vacancies would be
favored at low particle size (as described previously); and (ii)
the Mn+/Ti4+ radius ratio and the corresponding structural
strain. A large Mn+/Ti4+ radius and strain favor the presence of
anion vacancies. It is clear that the Mn+/Ti4+ radius invokes
another physicochemical variable, namely, the M oxidation state.
In some cases, such as V, this differs from the surface (+5) to the
bulk (+4) positions. This can display multiple values in the same

Figure 8. Periodic table highlighting doping elements with small (orange), intermediate (blue) and high (yellow) solubility limit at the anatase
structure.
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sample as would occur with Cr, Co orMn, or cannot have a single
oxide counterpart (e.g., unique electronic structure) such as is the
case for Nb.19,174,186,187 Thus cations with the potential for
oxidation state variability are those presenting the greatest
differences; this is the result of the numerous preparative
methods used for obtaining anatase-based mixed oxides.
Another case where increasingly complex structural states exist

is that of Fe. Here either the presence or absence of Fe�O�M/
Fe�O�[] (M = Ti, Fe) localized arrangements and/or the
presence of iron surface enrichment can be detected depending
on the experimental preparative conditions employed.109,110,165,169

Localized to middle range ordering is therefore the last variable
which controls defect formation. Strong local ordering effects
with the appearance of M� cation vacancy pairs are observed in
anatase-based systems such as W-doped systems.170,188 For
highly loaded samples (above ca. 10�15 atom %), nonpunctual
defects, based on the collective handling of cation vacancies,
seem active and appear to accumulate at the nanoparticle/grain
boundaries.170,179 The available data indicates that first a well-
defined local ordering is probably a constant in doped anatase
systems which display cation vacancies but also that, in order to
get the complete picture, analysis of the local structural detail
beyond the first coordination shell is also required. So, in order to
complete the long-range order overview of a nanosolid, an
accurate description of the local-middle order must be carried
out. A full rationalization of the structural states originating from
cation doping will nevertheless only be possible in the future.
This is largely due to the lack of detailed local and long-range
simultaneous/cooperative information in the nanometer range
from 4 to 20 nm. Some novel techniques which are capable of
describing the complete local and long-range order, such as those
derived from X-ray total scattering approaches (e.g., XRD-PDF),
are without doubt the key to accomplishing this objective.
We can thus conclude that the anatase cation solubility limit is

a function of the primary particle size, Mn+/Ti4+ radius and the
structural strain. The structural strain in turn is influenced by
important variables such as the M oxidation state as well as local-
middle long-range effects (both of the M and defect sites).
Simple yet useful numerical equations have been put forward
to qualitatively evaluate the importance of the role of these
variables in the energetics of the anatase lattice.186 Although
Figure 8 summarizes the trends observed with respect to
solubility limits observable from the periodic table, there is still
a lack of information concerning size-dependence. The previous
discussion suggests that different energy vs size effects are
expected for systems which have cation or anion vacancies as
charge neutral defects. It is also clear that complete short, middle
and large structural views are required in order to further
progress the understanding of the solubility limits on cation-
doped TiO2 materials. Achieving a M concentration near the
corresponding (thermodynamic, size-dependent) solubility limit
is frequently related to the preparation method. This, in a rough
approximation, should allow control of both the structural
homogeneity and the primary particle size.54 Cations with low
or intermediate solubility limits commonly segregate at the
surface and form M-enriched binary patches. In addition, with
increasing concentrations single pure MOx phases are formed.
These are independent of the preparation method. Highly
soluble cations can, however, be differentiated. Among these
are those which have a tendency to form M�O�M bonds such
as is the case with Nb. In others such as W, this trend is much less
pronounced.19,179,188

The anion-doping of anatase appears to be controlled by a
generally significantly inferior solubility limit. The best studied
case involves doping with nitrogen. Here it appears that very few
preparative methods are capable of giving a N content above
2.5 atom % (Ti1�xOyNz). Apparently doping levels as high as ca.
10 atom % are only obtained using exclusively nucleophilic
substitution chemistry or magnetron sputtering.189,190 These
are, however, only nominal doping levels since almost all the
materials synthesized (at least by chemical methods) contain
adsorbed (e.g., surface) N-containing species. This appears to
indicate somewhat lower solubility limits than those typically
quoted in the literature, estimated using chemical analyses.6,75,191

Physical methods such magnetron sputtering, on the other hand,
produce heterogeneous materials with the presence of either
undoped or doped particles as a function of the “penetration”
spatial coordinate.190

The range of surface species present in N-doped TiO2-based
materials is enormous but typically contains N�O,N�H and/or
N�C bonds.6,7,29,75 The chemical species present within
the anatase lattice are also numerous. Of the key features of
N-containing TiO2-based systems it should be mentioned that
(i) generally, the materials synthesized do not contain a single
N-containing species and (ii) the chemical nature of the
species varies with the preparation method. So, with the aid
of XPS, EPR, DRIFTS and DFT calculations, the presence of
substitutional Nn� (2 < ne 3) or (NOx)

n� species and interstitial
NHx (0 < x e 2) or NOx-type species have all been
detected.5,29,75,191,189,192�201 In addition, the presence of negatively
charged (CN)n�, and positively charged (NHx)

n+ species have
been identified as being present at anion or interstitial
positions.191,201�203 Possibly, the most complex assignment
corresponds to oxygen-containing NOx-type species. Here N
has a positive charge (NOx)

n�, and their presence at both anion
substitution positions and interstitial positions has been claimed
but with no obvious consensus in the literature.
Due to the relatively complexity of the N-doping process it is a

challenge to describe in detail the associated defects which allow
charge neutrality. Nevertheless, XPS, XAS and DFT analyses
showed the presence of anion vacancies in samples containing
both substitutional and interstitial N-containing doping species
without the concomitant existence of Ti3+ species (the latter
would indicate some depopulation of the typical Ti3+ levels
already described for pure nano-TiO2). The creation of oxygen
vacancies into the anatase lattice is strongly favored by the
presence of the N-containing impurities. This is particularly well
documented from theoretical calculations in the case of substitu-
tional doping. Interstitial doping generates strong local rearran-
gements of the anatase structure leading to charge neutrality
vacancies which are not fully understood. The total number of
oxygen vacancies present in a real sample is, however, difficult to
ascertain due to the variety of the N-impurity species. But it
seems higher than that expected from “simple” charge neutrality
requirements based on the N-content of the solid measured
using chemical analysis.193,198�201,203�207 This suggests a more
complex structural situation than the simplest ones currently
being considered.
In addition to N, C,5,29,208�215 F,29,216�220 S,29,221�226 and to

a lesser extent B,227�230 Cl, Br,220,231 P232�234 and I220,235�238

have all been tested as anion dopants of anatase systems. The
codoping processes have also been frequently analyzed. Typical
examples are the combined use of N/F,239�243 N/Cl,191

N/I,244,245 N/B246�249 or N/C.250
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With respect to carbon, experimental approaches indicate the
presence of surface carbonate and carbonaceous species, as well
as lattice-bound carbon species.208�210,214 Due to the expected
dominant contribution of surface species to the total carbon
content, it is not clear what the maximum amount of carbon that
can be present at the anatase lattice can be. Carbon doping of
anatase has also been addressed theoretically. Results showed the
potential presence of substituted C in both anion and cation
lattice positions as well as interstitial positions. Under normal
catalytic preparative conditions (oxygen-rich conditions), sub-
stitution of an anion lattice position is not likely but the
concomitant creation of oxygen vacancies is strongly favored
and thus makes the whole process possible.213 These anion-
substitution doping centers promote minimal disturbance of the
lattice and seem to be responsible for forming complex units with
anion vacancies at interacting distances. These certainly form in-
gap states, but they are not well understood at the moment.212,215

Carbon at cation positions would have a carbonate-like chemical
nature. It appears that overall carbon structural effects must be
related to the simultaneous presence of cation (less likely anion)
substitution carbon-containing entities. These would occur
together with a complex interplay with the anion vacancies
generated in order to achieve charge neutrality.208�214 As men-
tioned above, C is also at the surface and the importance of these
species as visible light sensitizers has been also pointed out.251,252

The case of fluorine is similar, at least concerning the sim-
ultaneous presence of surface species and those located within
the anatase lattice. There is, however, conclusive evidence that
fluorine is present exclusively in the anion lattice positions as F�

with concomitant formation of Ti3+ species for overall charge
neutrality. The substitutional occupation of anion lattice posi-
tions seems to display a rather low concentration limit, possibly
below 1�2 atom %.215�219 Such solubility limits seem, however,
easily overcome in the presence of N-containing species. In such
a situation, a fluorine concentration as high as 8 atom % has been
reported.241 Theoretical studies of N,F-codoping indicate that,
irrespective of whether N is in substitutional or interstitial
anatase lattice positions, the simultaneous presence of both N
and F doping anions significantly reduces the number of oxygen
vacancies compared to N-doped systems.242 As with fluorine, the
sticking coefficient of other halide species onto oxide surfaces
ensures their surface presence under almost all experimental
conditions. In the case of iodine, (IO4)

� groups are customarily
observed at the surface. In contrast to fluorine, other halogen
dopants such as iodine would present a more complex chemical
behavior when located within the anatase lattice. The presence
either of (IO4)

�/I� pairs or I5+ (the latter possibly at cation
anatase positions) species has been mentioned as occurring in
nanometric (5�10 nm) anatase samples.235,236 There is also
some evidence of differences with respect to the local ordering of
iodine ions in anatase lattice postions.238 Trends with respect to
the halogen series ease in occupying either anion or cation
positions have been also explored.220

Sulfur also exhibits the common characteristic of all anion-
doping systems, e.g. its presence at the surface, typically as sulfate
groups, and as the S4+ species in lattice positions. The latter
species appears to be of some significance in the anion positions
of the anatase lattice. Possibly it has a limited maximum
concentration below 4 atom %. The sulfur substitution of anion
(O) lattice ions should take place with an important local
rearrangement still to be fully unraveled.222,223,225,226 Again, S-dop-
ing apparently creates a number of oxygen vacancies exceeding

that predicted from “simple” change neutrality arguments.56

Phosphorus also shows up as in the presence of phosphate
species at the surface layers and P5+ species of unknown chemical
nature replacing Ti cations in lattice positions.233,234 Finally, with
respect to B, it should be noted that it is typically present as the
dopant at both the surface and bulk anatase lattice positions. At
the surface layers, the calcination step usually produces B2O3

patches. The presence of B in the anatase lattice seems again to
display a low solubility limit (possibly ca. 1 atom %).230

Theoretical and experimental data indicate the presence of B at
anion lattice and interstitial positions, the latter being preferred.
Doping and charge neutrality appear to occur with strong local
rearrangement of both O-anion and Ti-cation neighboring
atoms.227�230 The copresence of B and N produces two types
of interstitial B with N at interacting distances.249

It is pertinent to include a small final paragraph that considers
the simultaneous presence of two or more doping species in
anatase samples. Although we already mentioned this in the case
of N/F and other binary anion-doping combinations, some
cation�cation examples, such as Cr�Sr,253 Ni�Nb,254

Sc�Nb,255 W�Nb256 and Sn�Eu,257 as well as cation�anions,
such as Li�F,258 Zr�F,259 Mo�C,260 Ce�C,261 Fe�N/C,262

Fe�N,263,264 V�N,265,266 Mo�N,267 In�N,268 Sn�N,269

Ce�N,270 Eu�N271 andW�N,267,272,273 have been also studied.
A detailed theoretical analysis of the anion�cation (V, Cr, Nb,
Mo; N, C) doping process,274 together with a comprehensive
review,275 has been recently published. Although a full under-
standing of the structural situation is less than clear due to the
limited amount of information available, one useful contribution
of codoping studies would be the subsequent ease in handling of
the stoichiometry. This would make it possible to control defect
formation as related to charge balance, at least as much as is
possible. Structure strain, at least compared to the single doping
situation, could also be controlled. However, no clear rationaliza-
tion has been presented on whether the codoping would drive to
additive or synergistic effects with respect to the stoichiometry/
strain parameters. The poor understanding of structural/electro-
nic effects in the case of codoped materials indicates the need for
further analysis in order to test the potential of binary doped
anatase-based photomaterials compared to single-doped materi-
als. A brief statement on future perspectives concerning codoped
systems will be presented in section 7.

2.2. Electronic Description of TiO2-Based Systems
In accordance with the structural states depicted in Figure 5,

the electronic features of multiphase or single-phase systems
which allow them to become active photocatalysts under sunlight
excitation will now be discussed from a phenomenological point
of view. Composite materials are multiphase materials, and the
subsequent newly introduced electronic features, with respect to
bare anatase, will be concerned with those brought about by the
semiconductor or metal phases accompanying anatase, as well as
the interface states derived from the presence of heterojunctions.
In the case of doping, it is possible to distinguish between
surface- and bulk-derived electronic features. Even more
importantly, the substantial differences expected as a function
of the doping level as they would lead to localized vs band edge
electronic effects can also be distinguised. This has profound
consequences on the light handling properties of doped
anatase-based solids and should be at the core of light�matter
interaction differences occurring in cationic vs anionic doping
of the anatase structure.
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2.2.1. Composite Systems. Table 1 summarizes the main
electronic information concerning the conduction and valence
bands of the typical bulk solid semiconductors of interest in
photocatalysis.276 Figure 6 depicts the 2/3-phase structural states
encountered with respect to composite materials. It also includes
a simple picture of the Fermi level equilibration which occurs on
contact between anatase and the semiconductor. Upon light
excitation both materials can absorb light, albeit of different
wavelength, as will be detailed in section 6. Since both phases are
typically high-surface area nanometric materials, it should be
noted that Figure 6 is clearly an idealization which can be
drastically modified by the influence of three main factors:
primary particle size, size distribution or polydispersity, and the
defect electronic structure. The effect of size on single-phase
compounds is addressed in Figure 7.
In section 1.2 the main structural/electronic effects of anatase

derived from a nanometric particle size and the inter-related
defect structure were described. For samples undergoing calcina-
tion or any other oxygen-rich synthesis step (e.g., hydro-
treatment), three different situations as a function of primary
particle size, defined by the 4�5 and 12�15 nm cutoffs, are
possible. These situations are schematically depicted in Figure 7.
With respect to the semiconductors mentioned in Table 1, the

situation is similar to that of anatase insofar as they also have
electronic behaviors modulated by primary particle size and
defect chemistry. The defect chemistry of WO3 and Cu2O is
remarkably rich. It includes the presence of anomalous oxidation
(e.g., W5+/Cu2+) states which occur at the surface layers or
defects; using current knowledge these cannot be rationalized as
a function of size. Apart from the predominance of cation
vacancies and defect-derived electronic states above the Fermi
level, the p-type Cu2O semiconductor defect chemistry is
relatively unknown in the nanometric range due to the complica-
tions derived from the presence of Cu2+ at the surface layers. This
is in addition to nonstoichiometry.150,277 Some recent work
suggested a size-driven p to n transition for Cu2O as the size
decreases in the nanometer range, but the latest studies seem to
indicate that this is simply triggered by the presence of alien
(particularly chloride) ions.278 The optical band gap shows
confinement effects are not well established and are “affected”
experimentally by the presence of Cu2+ layers. In addition, they
are poorly predicted by the EMA theory, particularly for sizes
below 10 nm.54,279�281 In the case of WO3, the presence of W

n+

(n < 6) and oxygen vacancies are typical. Oxygen vacancies
generate occupied/partially occupied levels near the valence
band but also affect both the conduction and valence band
through resonant states. The band gap energy in the nanometric

range behaves as an inverse function of the particle size
(r�1).54,148,282,283 Amorphization of the structure as the size
decreases may be (at least in part) be the physical origin of the
observed gap behavior (e.g., below 5 nm).284 A few observations
about Fe2O3 are also pertinent; it appears that the alpha and
gamma polymorphs should follow the EMA prediction with a
main r�2 dependence of the band gap energy.285 As in previous
cases, surface vs bulk differences with respect to Fe oxidation/
structural properties are described for nanometric samples in the
literature.286

Contrary to nanooxides, extreme control of primary particle
size is possible when nanometric chalcogenides are synthesized.
The result is that the size-dependence of the band gap and the
corresponding behavior with respect to anatase bands have been
experimentally measured.21,22,114,115,120,287 Due to the shell-like
structure of most chalcogenides, the EMA predictions of optical
observables for nanometer size specimens are not fully quanti-
tative (although qualitatively correct and useful). However,
current DFT theoretical calculations can make adequate predic-
tions of band gap energy size-dependence with the help of the
DFT+U method, and/or hybrid exchange-functionals, in which
some parameters (U value in the former, the fraction of exact
Hartree�Fock exchange in the latter) are adjusted in order to
obtain a correct and precise description of the material under
study. Recent studies indicate an approximate r�1 dominant term
for the band gap energy behavior.288

A schematic picture of all localized and band-type states for
anatase-TiO2 and selected MOx/MSx/MSex materials as a func-
tion of size is presented in Figure 7. The semiconductor-anatase
“electric” contact leads to a single Fermi edge for any pair of
nanostructures built up for each characteristic TiO2 size while in
contact with surface MOx/MSx/MSex entities of limited size
(below 15 nm). The resulting contact is, however, complex due
to polydispersity; a TiO2 oxide with relatively high morphologi-
cal control will have a non-Gaussian particle size distribution
with, at best, a 2�3 nm half-width at medium height. This clearly
indicate that an average particle size of 7 to 12 nm will have
significant contributions from particles above and below 5/10
and 9/15 nm. This indicates the presence of several electronic
junctions for the same sample. In a first, rough approximation,
3� 2 different situations as a function of primary particle size for
a MOx/TiO2 or MSx/TiO2 sample are possible. Most composite
samples contain a single 2-phase (structural/electronic) contact
situation. But for anatase materials in the 3�8 and 10�15 nm
intervals, in the simplest case two anatase interfaces (among the
three states displayed for anatase in Figure 7) are simultaneously
present.
As mentioned, the contact between MOx/MSx/MSex-anatase

phases requires the equilibration of the Fermi level. But this is not
as simple as it may be guessed for nanometric samples. This is
due to the fact that surface defect-derived and band-type charge
carriers do not always equilibrate and two, separate apparent
Fermi levels can be rigorously defined.289 This is further dis-
cussed in section 6 of this review. In addition, the whole
electronic density of the system is not a simple sum of the
2-phase electronic structure due to interface effects. While still
poorly understood, according to current thinking (mostly based
on rutile-anatase interfaces) oxide�anatase contact either elim-
inates or strongly modifies deep-trap anion-vacancy donor
anatase levels since they are not capable of giving radiative
recombination upon light excitation.69 This may be in turn
related to the strong rearrangement of the interface region

Table 1. Band Gap and Approximate Conduction Band Flat
Edge (with Respect to Vacuum Level) of Several Semicon-
ductors at pHZPC

semiconductor band gap/eV conduction band/eV

TiO2 3.1 �4.2

ZnO 3.2 �4.2

WO3 2.7 �5.2

Cu2O 2.2 �4.3

CuO 1.7 �4.1

Fe2O3 2.2 �4.8

CdS 2.4 �4.0

CdSe 1.7 �3.9
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(0.5 nm) and the completion of the coordination spheres of the
interface ions. Additionally, in the case of anatase/rutile contact,
due to the presence of new anatase electron-trapping Ti4+

interface centers located below (0.8 eV), the conduction band
seems also clear.99,116,118 It can therefore be expected that such
interfaces eliminate surface or near (0.5 nm) surface anion
vacancies and produce new (4 fold-coordinated) Ti empty electro-
nic states. As a result, appearance of midgap states is expected.
This occurs together with the inherent (to amorphization)
broadening of the electronic structure.82

The metal�anatase interface displays a somewhat simpler
behavior than semiconductor-anatase systems. Typical noble
metals such as Cu, Pt, Pd, Ag or Au maintain their metallic state
when in contact with TiO2 surfaces irrespective of the metal
particle size as long as it is in the nanometer range (e.g.,
>1 nm).21,22,53,154,156,157 However, oxidation/corrosion and/or
dissolution (the latter for liquid-phase reactions) of the noble
metal particles during the photocatalytic operation are usually a
problem for long-term use and stability.21,22,290 Other metals
(Cr, V, W etc.) albeit with uncertain oxidation states (mostly
nonmetallic) have been also tested.291 Similar to the chalcogenide�
anatase systems, protection of the metal using core�shell
nanoarchitectures containing SiO2 used to limit metal�TiO2

direct contact and subsequent oxidation upon light excitation
under reactive atmospheres have all been shown to be
effective.155 Nanometric metal particles absorb visible light
through surface plasmon resonances in a quantized fashion.
Their size dependence can be analyzed according to the Mie
theory.292 This allows the buildup of oxide (non-TiO2)-
supported systems for running photocatalytic reactions using
sunlight-type excitation.293 As the result of an ideal contact with
anatase, the (apparent) Fermi level of the nanocomposite under-
goes equilibration as demonstrated in Figure 9. Due to the
relative semiconductor and metal work functions, this happens
as a result of electronic flow from the anatase toward the metal,
ending in a local configuration where the surface of the metal
acquires an excess negative charge while anatase exhibits an
excess positive charge. A Schottky barrier forms between the
anatase conduction band and the nanocomposite Fermi level.
This can act as an effective charge trap upon illumination (section 6).
In the presence of defect-associated gap states and typical surface
states, the ideal Schottky behavior is not obeyed and the

deviation is measured in terms of the slope parameter S (S =
dΦb/dΦN; Figure 9). A phenomenological definition of the
Schottky barrier height can be expressed by the following
equation:

Φb ¼ SðΦN � XeÞ þ ð1� SÞΦ0 ð6Þ
In eq 6 the barrier height Φ0 corresponds to the situation

where the charge neutrality level of the continuum of defect
states coincides with the Fermi level of the nanocomposite (at
the interface), ΦN corresponds to the metal work function and
Xe to the electron affinity of the semiconductor. This is turn is
defined as the energy difference between the bottom of the
conduction band and the vacuum level.294 Limiting values occur
for states exhibiting pure Schottky behavior (S = 1) or when a
pinning phenomenology occurs (S = 0). Fermi level pinning
(Sf 0) is customarily tested by the constancy of the nanocom-
posite Fermi level position with respect to the vacuum level by
varying either the work function or the Fermi level of the metal.
In addition to this, specific geometries where the metal is

situated between two adequate oxides can show an effective
enhancement of the electric field upon light excitation of the
plasmon resonance with a significant oriented antenna-type
characteristic at a local level. This can lead to a boosting of
the photoactivity on condition there is correct handling of the
phenomenon.155,295�297 It should be noted that antenna effects
require careful handling of the three-dimensional networking/
assembly characteristics that occur among the components or
particles of the materials in question. These effects promote the
handling of the electric fields in such a way as to create strongly
spatially oriented material light absorption and/or radiative de-
excitation capabilities which are ruled by interparticle mechan-
isms. There are several geometries that are highly efficient in
promoting light trapping by nanomaterials: (a) metals at surface
positions emitting (scattered) light which is subsequently scat-
tered and trapped in the semiconductor (if adequate multiple
and high-angle scattering occurs, this causes an increase in
the effective path length and hence leads to an enhanced
absorption); those geometries leading to (b) light trapping
through excitation of the surface plasmon polaritons at well-
defined metal/semiconductor interface sites. This occurs in
conjunction with a corrugated metal back surface (second metal
phase) and allows the coupling of the incoming light with the
“interface” (plasmon/photonic) modes leading to propagation
into the semiconductor. However, although these phenomena
are known to occur in “ordered” systems and interfaces, their
presence has not been proved rigorously in any high surface area,
hence relatively “disordered”, materials. Further experimental
studies and rationalization, as detailed in section 7, are needed in
order to lead to a deeper understanding.
The correct assembly of the polymer�anatase interface can be

also devised in order to allow sunlight absorption. This is
achieved by not only using the polymer as a visible light sensitizer
but, more specifically, creating adequate interface electronic
states, e.g. electronic states of the nanocomposite (and not of
the individual components) capable of absorbing visible light.
This not only permits efficient sunlight absorption but also
creates true “remote” photosystems. Such systems are capable
of working without contact between the anatase phase and the
pollutant mainly by transporting holes (the carrier leading to
chemistry) throughout the nanocomposite system.135�138 The
potential of such “remote photocatalysts” remains, however, to
be explored, particularly in the context of pollutant elimination or

Figure 9. Electronic behavior of a metal�oxide nanocomposite system
in either the presence or absence of surface states.
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partial oxidation, water or CO2 valorization processes.
298,299 This

will be briefly discussed in section 7.
2.2.2. Single-Phase Anatase Systems. M/A doping or

impurity insertion into the anatase lattice generates two well-
defined electronic situations as a function of the loading. The
cutoff limit between these two situations is related to the
modification of the essentially localized electronic levels obtained
at low doping levels to the bandlike structure expected for
samples where the overlap of many impurity electronic wave
functions occurs. Complex structural situations, where a multi-
tude of local geometries are possible, can lead to Urbach tails
(typical of amorphous semiconductors)68 which lie either above
or below the conduction and valence band structures but without
effectivemodification of the band gap. It is clear that a localized vs
bandlike electronic density of states can have a strong differential
effect on the charge carrier dynamics. Discussion regarding the
specific situation after light excitation is in section 6 of this review.
The corresponding doping/impurity turning point on going

from low to high doping level “regimes” can be reached in
practice when the heteroion occupies a single position (e.g., high
homogeneity) in the lattice and displays well-defined local order.
In simple terms this can be expressed as specific M/A�O�M/A
or A�Ti�A bonds at “interacting” distances (see below). Both
conditions are only met as a result of a substitutional (not
interstitial) doping process. It is only in this case that anatase
samples showed a high solubility limit, as detailed earlier in
section 2.1. The cutoff limit between these two “low/high
loading” situations can be roughly estimated as being in the
2�5 atom % interval. Calculations for pure covalent semicon-
ductors (Si, Ge) point to a concentration of ca. 1 atom %,300 a
value expected to be significantly higher for less covalent
anatase oxide.
In the case of an extended or band-type density of states, the

M/A-derived density of states produced by N impurity/doping
ions is approximately Gaussian and proportional to N.68 So, it is
clear that in samples where the solubility limit can be as large as
10�20 atom %, the cutoff limit can be confidently reached. This
situation is encountered with some M cations as outlined above.
On the contrary, in the case of anion-doping processes, the low
levels of doping, below 5 atom % in almost all cases, and the
intrinsic heterogeneity of the samples, which always displays 2 or
more substitutional/interstitial (the only exception is fluorine,
which shows a solubility limit of ca. 1%), plus additional surface
species, makes it almost impossible to achieve a dopant/impur-
ity-derived band-type electronic density of states. As previously
mentioned, specific preparative methods for N-containing sam-
ples as well as N,F-codoped and some S-doped materials appear
to be the exceptions to this generalization.189,190,239�243

Generally speaking, apart from the localized or extended
nature of the doping/impurity density of states, three additional
general considerations must be taken into account when speak-
ing about Ti�M/Ti�A/O binary solid solutions. First, when
considering a M/A doping process, it is important to take into
account that not only the M/A species contribute to a modified
density of states with respect to anatase but also the entities
corresponding to defects related to charge compensation. In
some cases, the charge neutrality-derived defects can have their
“own” electronic fingerprint, which can be easily distinguished
from the corresponding M/A-derived density of states. As
previously mentioned, this is occasionally observed when anion
vacancies are created as charge compensation defects in the
anatase lattice, particularly in the case of halogen-doping.

In general, interacting impurity-defect centers exist (e.g., are located
at bonding distance below 5 Å) and a formal separation of theM/A
and charge-compensation density of states is not possible. This
appears to be particularly true in the case of cation doping where
local M�O�[] ([] = cation vacancy) arrangements are detected;
these indicate M�[] short interacting distances, well below 4 Å.
The second consideration concerns the structural homogeneity/

heterogeneity of the sample. In the simple yet useful way of
measuring heterogeneity within a single phase, the presence of
M�O�M or A�Ti�A bonds or, in other words, of local order
(described here simply as first order, second neighbor nature),
must be considered in order to interpret the electronic effects
derived from the doping/impurity process. With this in mind, an
attempt to emphasize that local order beyond the first coordina-
tion shells appears to be the key to interpreting electronic
structure in nanoanatase. It is clear that the presence of
M�O�M or A�Ti�A bonds generates electronic states resem-
bling the corresponding M- or A-containing-phases while this
does not occur in highly homogeneous phases. Again, as a case
study halogen (anion) doping is highlighted; here the simulta-
neous presence of A�O�A and A�O�Ti local arrangements
has been shown to produce both unoccupied and occupied
electronic states, respectively.238

The final general consideration concerns the presence of M or
A at the surface. Even in the presence of a highly homogeneous
binary anatase-type oxide, with no radial concentration profile,
the presence of M/A isolated species at the surface generates a
different surface chemistry. This is obvious, for example, in cases
such as W or Mo cation-doping, where the presence of MdO
bonds, not available for the single-phase anatase structure, is
clearly detectable using Raman spectroscopy.19,112 The presence
of surface species in anion-doping materials acting as visible light
sensitizers is another important example.248,251 Speaking in a
general way, the presence of M/A dopant/impurity species alters
the surface chemistry and, most relevant to our context, the
surface acidity/basicity. It is pertinent to add a brief note
mentioning the case of ions suffering lixiviation and dissolu-
tion/readsorption processes in liquid-phase reactions. A typical
case is that of Fe where such processes can add a “homogeneous”
contribution to the photoactivity.301,302

2.2.2.1. Low Doping Levels. Several theoretical works have
addressed the case of M-doping. Ubebayashi et al. analyzed the
substitutional doping process by first transition row elements
(Figure 10).303 Other recent studies of first-row (V, Cr, Mn,
Fe)274,304�306 second-row (Nb, Mo),274 third-row (W),170,188

lanthanide (Nd)307�309 and other (Ge, Sn, Pb)310�312 doping
agents should be mentioned. For the first transition row, the
states due to 3d dopands/impurities of importance in the context
of this review shift to a lower energy as the atomic number
increases. In the case of V, the impurity level is rather close to the
conduction band and progressively moves apart up to Mn. Fe
appears to modify the conduction band at low doping levels and
both valence and conduction bands at high levels. Co “M�O”
antibonding states appear to be close to the valence band, while
in the case of Ni, this electronic state appears delocalized through
the valence band. Both Mo and W occupy substitutional anatase
positions and decrease the bottom end-ge of the conduction
band by modifying the Ti 3d partial density of states (W) or by
inducing new dopant-related (Mo) states.170,274 Nd appears at
substitutional positions and can modify the both the valence, but
in particular the conduction, band end-ge.307,309 Other metals
such as Ca, Sn, Zr etc. are mostly irrelevant in the context of this
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study as they do not alter or lead to a higher band gap energies
than those corresponding to the bare anatase material. Sn may be
a singular case as Sn2+ (not Sn4+) may produce localized gap
levels near to or merging with the valence band.313,314 The band
gap modification seems, in any case, modest. In this low-doping
level region, and taking into consideration that the new electronic
states are essentially localized unless there is overlap with the
main valence and conduction bands of the solid, the available
theoretical information indicates that V, Ni, Mo, W and Nd
are candidates able to “merge” adequately with the bare anatase
electronic states. Fe is, as mentioned previously, a special case,
due to the potential simultaneous presence of several structural
states driven by the presence or absence of Fe�O�M/Fe�O�
[] (M = Ti, Fe) contacts and surface enrichment. The remaining
cations already mentioned should lead to localized electronic
states. It should be noted that a significant number of transition/
lanthanide cations (e.g., Fe, Co, Cr etc.) could additionally
display d�d or f�f intra-atomic transitions upon visible light
excitation, but such processes are essentially irrelevant in the
current context except for the decrease in the number of photons
(light intensity) with potential for light to chemical energy
conversion.
It can be deduced from experimental information that at low

loading Ni produces localized gap states.177,315 Only in the cases
of V, Mo, W and Nd is there combined experimental/theoretical
data that confirms that there is a reduction in the band gap.
Where Fe, Cr, Nb andMo doped systems are concerned, there is
also experimental information available which, from a structural
point of view, differs from the somewhat “simple” models
considered by theoretical calculations. It is possible, therefore,
to divide cations at low doping levels into two categories: those

that give rise to localized gap states and those leading to
electronic states that merge with the anatase bands. As explained
previously, themajority of ions would lie within the first category.
Only in the case of V, Mo, W and Nd is there, at least to some
extent, a complete experimental/theoretical range of information
that allows a definitive allocation to the second category.
The anatase band gap measurements as a function of the M

dopant/impurity concentrations are shown in Figure 10 (upper
panel).19,113,162,163,170,172,174,177,178,309,316�319 The oxidation
chemical states of V (V4+), Fe (Fe3), Nd (Nb5+), Mo (Mo6+),
W (W6+) and Nd (Nd3+) that are present on the anatase lattice
appear consistent with the rule that they all (with the exception of
Nd) have similar ionic radii to Ti4+ (e.g., control of strain into the
anatase structure). In all cases, however, the ions occupy
substitutional positions. Doping with Nb requires the handling
of the oxidation chemical state to give a formal charge approach-
ing a +5 state. This particular electronic situation is not present in
any single-phase Nb-oxide structures. Experimentally it was
observed that V atoms located principally in the substitutional
positions of anatase have a V4+ chemical state. Ions located at the
surface, on the other hand, display a V5+ oxidation state. Cr, as
previously mentioned, requires the involvement of two chemical
states, namely, the Cr6+ and the Cr3+, together with the anion
vacancies. Although Fe is also a complex case, the presence of a
single oxidation state (Fe3+) and a near constant band gap value
as a function of the doping level are typically observed. However,
the differences between samples that are observed are mostly
concerned with structural variables, as previously mentioned. In
the presence of Cr3+/Fe3+/V4+ chemical states at substitutional
positions, a strictly low solubility limit is assumed: well below
3 atom %. Expect for Cr and, possibly, Mo, a small band gap shift
of less than 0.1�0.2 eV is always detected (Figure 10; upper
panel). Nb, Mo and W display larger solubility limits but at low
concentration levels these cations display the moderate band gap
decrease trends as shown in Figure 10 (upper panel). The
maximum band gap decrease roughly correlates to an absorption
onset below 430 nm and a corresponding use of less than ca. 20%
of the visible light content of the solar spectrum.
In the case of anion (A) doping, asmentioned previously, we are

mostly dealing with a low loading level for substitutional/inter-
stitial species. This means, therefore, that unless the appropriate
mixture with anatase band electronic states occurs we are dealing
with localized electronic states. Figure 11 summarizes the theore-
tically described electronic states for N, F, C, S, and N,F codoping
in the presence of the corresponding vacancy/defects needed to
ensure charge neutrality.193,212,213,215,219,221,222,225,229,242

As can be observed from the data shown in Figure 11,
irrespective of whether or not they are in substitutional or
interstitial positions, N-doping always produces occupied states
responsible for electronic transitions with an energy 0.0�1.0 eV
above the valence band. Essentially, up to three types of states at
ca. 0.0�0.2, 0.5�0.6 and 0.8�1.0 eV can be observed in
nitrogen-doped samples.75,193 Asashi and co-workers suggested
that the overlapping of some of these levels with the valence band
can occur, but this does not appear to be the general case for all
N-doped systems synthesized.192,320 There is, however, a general
consensus that substitutional species produce the low energy gap
states. Experimentally, there is evidence of electronic states
associated with nitrogen species but also with oxygen vacancies
(and/or oxygen local structures).6,75,192�205 In the cases of a
solid having a significant number of anion-related defects, this
number is not correlated with the N content of the solid.203�207

Figure 10. Low (top) and high (bottom) doping level effect on anatase
band gap energy.
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The seminal work of Pacchioni, Serpone, Rodríguez and other
groups essentially suggests the localized nature of the majority of
the near valence band states.6,75,194,198,200,203,206 On the other
hand, others indicate the additional presence of quasi-continuum
electronic states around/below ca. 2.5 eV from the top of the
valence band.203,205,321 It should be additionally noted that the
absence of Ti3+-type electronic states in N-doped samples is the
most apparent difference compared with bare TiO2materials. So,
to summarize, it appears that both occupied nitrogen- and
oxygen-vacancy related midgap states near the valence band as
well as some empty or partially occupied states near the
conduction band can be observed in N-doped anatase samples.
Figure 11 ascribes the experimentally observed states to simple
structural states although it should be noted that the fine details
of such an assignment would require further work.
With fully occupied gap states C presents a somewhat similar

situation to N.213,322 As pointed out earlier, we lack a full
understanding of C-derived electronic effects due to the strong
interactions present between carbon impurities and the corre-
sponding anion vacancies (derived from electroneutrality).212,215

However, it appears that interstitial species can allow a decrease
in the anatase band gap if the doping level is high enough.212�215

Fluorine also introduces localized states, Ti3+ in nature, into the
gap, close to the conduction band.218,219 As discussed above,
halogens (e.g., I) can induce in-gap states near both the valence
and conduction bands. These are possibly in correspondence
with two local (I�O�I vs I�O�Ti) structural states and lead
apparently to light absorption of up to ca. 800 nm.235�238 In
contrast to these cases, B-related levels seem to be buried at the
bottom of the valence band. This is concomitant with an absence
of noticeable effects on visible-light absorption properties.229

The coexistence of B andN at interacting distances can, however,
produce an effective decrease in the band gap if the adequate
structural situation (mainly driven by B at interstitial positions) is
reached.249 A different case is encountered in the case of
S-doping; here there is a strong overlap of S3s impurity-derived
electronic states and the top of the valence band has been
predicted for substitutional doping.222 This appears to be the

only case where an effective modification of the valence band is
observed upon anionic doping at relatively low concentration
levels (ca. 4 atom %).
2.2.2.2. High Doping Levels. The introduction of a large

number of dopants, always into substitutional positions, not only
produces a Gaussian-like band-type electronic density of impurity-
derived states but can concomitantly perturb the shape of the
conduction and valence bands. Bonc-Bruyevich has shown the
conduction band edge to “tail” into the forbidden band.323 If the
M cation is judiciously chosen to merge with either the conduc-
tion (most typical case) or valence band tails, a modulation of the
band gap energy as a function of theM content of the solid is thus
possible. This allows the engineering of anatase-type materials
with adequate properties, particularly electronic ones, which, at
the same time, display only limited modification with respect to
the parent oxide.19,110,111,170 This should, therefore, produce
anatase-type materials with almost all the charge-handling prop-
erties of the unmodified oxide but also having a non-negligible
absorption power into the visible region of the solar spectrum.
As detailed in section 2.1, those cations with solubility limits well

above 5 atom% and thus able to produce band-type electronic states
are Ni, Nb, Mo, Sn, Zr, W, Ce and Nd. All these cations are found in
substitutional anatase positions. As discussed in section 2, although
some other cations such as Ca, Ba or Sr can display high solubility
limits, they also destroy the anatase structure. Ni, Mo, Ce and Nd-
dopedmaterials display variable solubility limits.110,171,177,178,182,183,324

Also, as previously discussed, several structural (strain; local-middle
ordering) and/or electronic (oxidation state) characteristics that
define doped systems, as, Fe165,317 or Cr, respectively,186,325 make
such cases very difficult to decide whether real mixed oxides exist
above the 5 atom % level. In spite of this fact, band gap decreases of
0.5 (Fe) or 0.9 (Cr) eV are claimed for samples containing a doping
level of 6 (Fe) or 10 (Cr) atom %.304,325 In the case of Cr, such
doping levels require an exhaustive control of the oxidation state, but
such a claim seems rather dubious for Fe-containing materials.
In the bottom panel of Figure 10 the experimental measure-

ments for the corresponding anatase-type material band gaps as
a function of the M (Ca, Sr, Ba, Ni, Nb, Mo, Sn, W, Ce and Nd)

Figure 11. Electronic effects of N and/or F, C and S doping species on the anatase electronic structure. Valence and conduction bands are represented
by their top and bottom edges, respectively.
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content are presented.19,113,162,163,171,178,309,310 Three different
states can be encountered. Typically Ni is an example of the first
as it produces midgap states.171,177 The presence of gap states
into the band gap region would open a two-photon (of relatively
low energy; below 2 eV) scheme to optimize the absorption of
sunlight. The second situation encloses cations, e.g. alkaline
metals and Sn or Zr which produce a widening of the band gap
and are thus not relevant in the current context. The remaining
cations should lead to a reduction in the band gap energy.
Typically Ce and Nd (again) raise doubts about the solubility
limit (beyond 10 atom %) point. Nd does not significantly alter
the anatase band gap at high concentration levels. The Ce
(structural) case was discussed in more detail in section 2.1.2,
but it should be noted that it can produce important effects on
the band gap even for doping levels below 10 atom %. The
remaining above-mentioned cations all diminish the band gap.
According to theoretical calculations, they mostly achieve this by
altering the conduction band end-ge.
In Figure 10 (bottom panel), Ce and Nb (and also Ca) appear

to present a single linear region of the band gap energy as a
function of the M content. On the other hand, Mo andW appear
to present two. This behavior appears intimately linked with the
structural characteristics of the Ti�M binary oxides. In the case
of Nb, the structural situation appears to dismiss excessive
changes as a function of the M content of the material due to
the presence of strong local ordering effects. These favor the
presence of Nb-rich entities at the bulk or surface (depending on
the study and, for example, the preparative method used) of the
material even for limited Nb concentrations (below 10 atom %).
The Mo structural situation dramatically changes as a function of
the M content due to the presence of surface enrichment for
samples having aM content above 8�10 atom%. Finally, W only
suffers the presence of a different local environment for samples
having ca. 15 atom%; presumably this is due to a modest W local
enrichment at the grain boundaries. The structure�electronic
link seems, therefore, to manage the band gap behavior and
predict the presence of one or two regions where the linear gap
energy vs M content relationship is observed.19,112 This is in
agreement with the theoretical expectations based on the for-
mation of a binary oxide with a unique local arrangement for the
M cation in the substitutional positions of the anatase lattice.
Small variations of this local arrangement seem to govern the
slope variations. Therefore, structural information used to inter-
pret the electronic information is concerned with not only the M
lattice position as well as the charge compensation defects but
also the local-middle order properties.
Varying the M content of the anatase-base solid it is therefore

possible to manage the absorption power of the material in the
visible part of the solar spectrum. Data for Nb alone shows a
modest enhancement of the visible light absorption power,
whereasMo,W andCe on the other hand all allow the absorption
of photons with wavenumbers up to 500 or 550 nm. Considering
therefore that the maximum of the solar spectrum into the visible
region is at 500 nm, then these three cations appear to be the
optimum cases, although, as pointed out, Ce may present a
relatively “low” solubility limit for the anatase structure. The
reduction of the conduction band end-ge can, therefore, be
modulated as a function of both the nature and content of M
in order to obtain the optimum visible-light absorption power.
However, this has to be done without jeopardizing the formation
of oxygen radicals. These are necessary in order to run oxidation
reactions under continuous operation mode, through maintaining

the conduction band end-ge above the O2 affinity level (O2/O2
�).

This indicates that reducing the band gap below ca. 2.5�2.7 eV
(ca. 470�480 nm) means loss of interest for general, practical
applications. A simple approach which could minimize this
problem relies on the use of (additional) isolated surface-ion
species which may be able to capture electrons and thus can
supply adequate redox potential for activating oxygen.326

As previously mentioned, some reports indicate the need for
large doping concentrations (either close to or above 10 atom%)
for N-doping in specific cases where notable changes in the
valence band onset are subsequently observed.189,190 The pre-
sence of such high dopant content leads to the concomitant
formation of oxygen vacancies. In addition, gap states with
significant chemical consequences on light absorption are typi-
cally produced. Figure 11 summarizes results with respect to
the presence of localized states for substitutional/interstitial
N-doping at low concentrations as well as the more “real world”
situations. In the latter both types of species are present together
with a number of oxygen-related empty states.190�207 The
potential for N (and also S and C) to be used in order to manage
band gap energies at high doping levels has been theoretically
addressed. Results show that anion-doping should be able to
produce large energy variations (near 1 eV).327

It appears that those cases where high loaded samples are
customarily obtained correspond to cases involving N,F-codoping
and, to a lesser extent, S-doped materials, whereas the remaining
systems apparently lead to localized gap states as described in
Figure 11. Theoretical reports dealing with the N,F system
indicate the presence of fully occupied N-derived gap states
close to and/or merging with the valence band as well as the
additional presence of Ti3+ states near the conduction band.242

The electronic structure resembles that of N-doped systems
although here some incipient bandlike characteristics are ex-
pected for the impurity-derived electronic density of states near
the valence band.239�242

As described in Figure 11, sulfur doping is also expected to lead
to band gapmodification for the higher impurity levels achievable
(4 atom %). But to date, the only unquestionable confirmation
for this is theoretical data due to the well-known heterogeneity of
the anion-doped materials.225 Finally, an alternative to anion-
doped materials could be a two-photon absorption process, but
the complex structural situation encountered in such materials
limits any clear statement at this point.

3. THIRD GENERATION PHOTOCATALYSTS: AXBYOZ

AND NEW NONOXIDIC PHOTOCATALYSTS

As already stated, solar photocatalysis is expected to be the
ideal green technology for several environmental areas and
particularly for the sustainable management of a range of waste
materials. A visible-light photoactive material has long been
anticipated and pursued over recent decades. Recent TiO2-based
attempts to tackle this challenge were evaluated in the previous
sections. Although the actual doping method and the nature of
the nanocomposite systems appear to be serious alternatives,
they are not without drawbacks as efficient visible-light-responsive
TiO2-based photocatalysts. Therefore, new and/or more effi-
cient visible-light photocatalysts are being sought with a view to
meeting the requirements of future environmental and energy
technologies driven by solar energy.

As Kudo et al. pointed out, suitable band engineering is
needed in order to develop new photocatalysts for visible light



1574 dx.doi.org/10.1021/cr100454n |Chem. Rev. 2012, 112, 1555–1614

Chemical Reviews REVIEW

applications.328 The band tailoring of inorganic semiconductors
can be undertaken using different approaches: (i) the creation of
discrete electronic levels between the valence and conduction
bands (this is normally achieved by doping or codoping in the
case of oxides); (ii) the creation of a new valence band through
the synthesis of novel compounds; (iii) the formation of solid
solutions exhibiting band gap values intermediate between those
of the parent materials. Within this context, a research strategy
has emerged in recent years that considers a new set of materials
unrelated to TiO2. Generally speaking, single phase photocatalysts
are more stable than the corresponding doped ones. On the other
hand, they might be expected to possess fewer defects and therefore
fewer potential electron�hole recombination centers. The result is
that these single phase systems would be expected to be more
effective for carrier separation and migration to the surface and the
subsequent generation of the necessary chemistry.

In this context, and contrary to the traditional TiO2-based photoc-
atalysts, surface area does not represent a determinant parameter.
This is a common feature for most of the systems discussed in this
section. In contrast, the structural and electronic configurations of
these alternative photocatalysts emerge as the key characteristics.

A large number of alternative photocatalysts, incorporating
the above-mentioned features and exhibiting a great variety of
compositions and structures, have been proposed. Most of these
novel systems have also been used for water splitting and H2

production.329 In addition, many results indicate good photo-
catalytic behavior for pollutant degradation. In a first analysis, as
has been already mentioned, the principal difference with respect
to doped TiO2 is the role of the surface area and its minimal
influence on the photocatalytic activity. On the other hand,
another important point that should be stressed is that in most
cases the photocatalytic experiments reported were carried out
using only visible radiation (λ > 400 nm) rather than UV or
sunlight. Thus, the comparison with TiO2-based systems be-
comes difficult. It becomes, therefore, somewhat complicated to
ascertain whether or not these single phase photocatalysts are in
fact a real alternative to TiO2 for solar applications. Hence, both
issues will be discussed in sections 6 and 7.

In brief, the types of new materials under investigation for
photocatalytic applications exhibit different crystalline structures.
Among these are perovskite (A2+B4+O3), perovskite-related
materials, A3+B5+O4 compounds with scheelite structures
(such as some tungstates, molybdates or vanadates) and even
iron spinels (AB2O4). In particular, perovskite-like compounds are
stable structures which form solid solutions with a range of metal
ions. Hence they are considered promising solids for the chemical
substitution of TiO2 with a view to achieving the appropriate band
engineering and consequent band gap lowering required.330,331

Furthermore, new nonoxidic structures such as nitrides and sulfides
have emerged as promising alternatives for TiO2 for both photo-
catalytic oxidation and water splitting reactions.

The availability of such a great variety of compounds and
structures opens up a wide range of possibilities for visible light
driven photocatalytic applications. In this section we endeavor to
present the scope of alternative photocatalysts in terms of their
crystalline structures. A brief and necessary description of each
structure together with synthesis protocols as well as their
photocatalytic behavior will be included.

3.1. Perovskite Structure
The perovskite oxide structure with the general formula ABO3

is a frequently encountered structure in inorganic chemistry. This

structure can accommodate most of the metallic ions in the
periodic table together with a significant number of other anions.
An ideal perovskite structure has an ABO3 stoichiometry and a
cubic crystal structure (Figure 12). The cubic cell is composed of
a three-dimensional framework of corner-sharing BO6 octahedra.
The B-site cation is a transition-metal element.332 The A-site
cation occupies the 12 coordinate position formed by the BO6

network and often consists of an alkaline-earth metal element or
a rare earth element. For this geometrical configuration the
following relationship can be proposed:

ðrA þ rOÞ ¼
ffiffiffi

2
p

2
a ¼ ffiffiffi

2
p ðrB þ rOÞ ð7Þ

Although the primitive cube is the idealized structure, the
differences in radii between both cations can in fact distort the
structure. This normally involves tilting the BO6 units
(octahedral tilting). Goldschmidt’s tolerance factor describes
the deviation of the perovskite cubic basic structure.

t ¼ ðrA þ rOÞ
ffiffiffi

2
p ðrB þ rOÞ

ð8Þ

For an ideal cubic perovskite, t = 1 and the A�O and B�O
bond distances perfectly matched. Most perovskites have t < 1,
and hence the structures are distorted. Thus, perovskite-related
structures arise from the loss of one or more of the symmetry
operators of the basic cubic structure. The substitution of multi-
ple cations into the A- or B-sites would expand the compositional
space that can be explored. Such substitutions can alter the
symmetry of the pristine structure and hence the physical
properties. Because of this great flexibility inherent in the
perovskite structure, there are many different types of distortions
of the ideal structure. These include octahedral tilting (tilting of
the octahedra), displacement of the cations out of the center of
their coordination polyhedra and distortions of the octahedra
driven by electronic factors (i.e., Jahn�Teller distortions). Many
of the physical properties of perovskites depend crucially on the
precise details of these distortions. In particular, the electronic,

Figure 12. Ideal cubic perovskite structure for ABO3 (cyan, BO6 units;
yellow, A atoms.).
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magnetic and dielectric properties, which are so important for
many of the applications of perovskite materials, are affected.333

A multitude of examples can be found in the recent literature
concerning the use of perovskite compounds in photocatalytic
degradation reactions. One interesting example is related to
bismuthate compounds. Bismuth can be stabilized in its highest
oxidation state by using binary metal oxides such as MBiO3 (M =
Li, Na, K, Ag). In most cases these will have the perovskite
structure. Recently, Kako et al.’s group investigated the photo-
catalytic decomposition of organic compounds such as methy-
lene blue using NaBiO3 under visible light irradiation.

334 They
claim that NaBiO3 is relatively stable under visible light irradia-
tion even in aqueous solution. The compound BaBiO3 reported
by Tang et al.335 exhibits an ordered perovskite structure
(monoclinic space group I12/m1) with two kinds of distorted
octahedra, namely, Bi0O6 and Bi00O6. Bismuth is present in these
and has 3+ and 5+ valencies coexisting in the same compound.336

The absorption of this material increases until 650 nm. Although
the specific surface area is extremely low (1.2 m2/g), the
photoactivity for methylene blue degradation is significantly
higher than for TiO2 under visible irradiation. This photocatalyst
also demonstrated high stability in gas phase reactions but
photocorroded in aqueous solutions.

Other examples of perovskite-structured materials are related
to the ferrite family (LaFeO3, SrFeO3, BaFeO3 andBiFeO3).

337�340

Lanthanum ferrite was synthesized by means of a traditional
sol�gel method.339 After calcination at 500 �C this “soft”
method yields a relatively high surface area (21 m2/g). The best
photocatalytic behavior for rhodamine B degradation is obtained
for this calcination temperature; it decreases as the calcination
temperature increases. Results from surface photovoltage (SPS)
and photoluminescence spectroscopies (PL) clearly indicate that
the weaker the SPS and PL signals obtained, the higher the
photocatalytic activity. In this case, the surface area, together with
an adequate structural and electronic configuration of the
catalysts, leads to the best photocatalytic behavior. The stron-
tium ferrite was obtained using a combustion method followed
by sintering at 800 �C. Yang et al. described its photocatalytic
properties in methyl orange degradation. They related the
observed properties to the existence of FeO6 units with Fe

4+.338

However, they also reported the instability of such units under
UV irradiation with concomitant formation of the corresponding
carbonates. Another ferrite example is the bismuth ferrite
(BiFeO3). This has been synthesized using different methods
such as microwave, sol�gel and hydrothermal methods. Synth-
eses lead to nanocubes of about 50�200 nm size and a band gap
of 2.1 eV.340�342 It should be noted that these kinds of materials
exhibit an important magnetic ordering which leads to interest-
ing multifunctionality. In this context, Li et al. demonstrated that
both magnetic and optical properties seem to depend on the
morphology and size of the particles.342 Therefore, it is possible
to propose BiFeO3 microcrystals as a multifunctional “device”
which combines magnetic, electronic and optical properties. In
synthesizing BiFeO3, Bi2Fe4O9 was frequently observed as being
present as an impurity phase. Its structure is orthorhombic, and
it belongs to the family of mullite-type crystal structures.343,344

The Bi2Fe4O9 unit cell contains two formula units with evenly
distributed FeO6 octahedral and FeO4 tetrahedral forms. The
Bi3+ ions are surrounded by eight oxygen ions with mutually
orthogonal shorter BiO3 and longer BiO5 units. It is well-known
that the material Bi2Fe4O9 is a semiconductive material with
gas sensing and catalytic properties. Recently some authors

reported the photocatalytic performance of such compounds
in the degradation of organic contaminants under visible
irradiation.345,346 In both cases, different morphologies can be
achieved by controlling the parameters of the hydrothermal
synthesis. Thus, microplatelets and nanosheets can be obtained
by controlling the Bi3+/Fe3+ molar ratio as well as the NaOH
concentration. The most interesting result, reported by Ruan
et al., refers to the differential photocatalytic behavior observed as
a function of the final morphology. So, while microplatelet and
nanosheets appear to be photoactive under UV irradiation,
nanosheets produce a higher photocatalytic performance under
visible irradiation.345 Similarly, Sun et al. reported the prepara-
tion of flowerlike Bi2Fe4O9 using a hydrothermal method. It
exhibited visible photoactivity in phenol degradation.346 They
confirmed that the flowerlike particles preferentially grow along
the [100] plane. This anisotropic growth can be ascribed to the
specific Bi2Fe4O9 structure. From the classic model for crystal
shape equilibrium, the Gibbs�Curie�Wulff theorem suggests
that the shape or morphology of a crystal is determined by the
relative specific surface energy of each face or facet of the crystal.
Accordingly, the growth rate of a particular facet is inversely
proportional to the atom density of the respective plane. The
orthorhombic structure for Bi2Fe4O9 clearly demonstrates that
the [100] planes present the highest atom density so the growth
rate along this direction would be the slowest leading to the
platelike structure (mentioned above), with preferentially ex-
posed [100] planes. This particular morphological structure
seems to be related to the enhanced photoactivity shown.

Even more complex systems can be derived from substitu-
tional perovskite structures. From the initial perovskite structure
a double perovskite can be developed by the substitution of one
of the original perovskite cations (A or B); this leads to either the
AA0BO3 or ABB0O3 structures. This kind of cationic substitution
can of course alter the photophysical properties of the system and
enhance the visible absorption. This is the situation for the
Ba(M0.5Sn0.5)O3 system as reported by Borse et al.347 The
incorporation of Ti, V, Cr, Zr and Ce into the Sn position is
found to produce a clear improvement in the photocatalytic
features, and a band gap even lower than 2.5 eV is achieved in
some cases. The presence of 3d, 4d, 4f or 6s orbitals, depending
on the substitution, contributes to the bottom of the conduction
band, which in turn leads to a narrowing of the band gap of the
unmodified BaSnO3. A similar approach was reported by Hur
et al. for BaInO3 perovskite. They substituted the indium cations
by Sn, Pb, Nb and Ta forming a complex structure of the type
Ba(In1/3M1/3M0

1/3)O3 (M, Sn, Pb; M0, Nb, Ta).348 In this case,
the incorporation of electronegative non-transition metal cations
into a wide-band gap material such as BaInO3 leads to a
narrowing of the band separation. From a study of the MB and
4-chlorophenol photocatalytic degradation reactions they con-
cluded that the Pb-substituted perovskite showed the highest
photoactivity under UV�vis and visible irradiation. The higher
electronegativity of the Pb4+ cation is directly responsible for the
lowest band gap value. This is due to the participation of Pb 6s in
the conduction band. On the contrary, tin-substituted or pristine
Ba(In1/2M0

1/2)O3 showed no photocatalytic activity under visi-
ble irradiation.

Another structural possibility corresponds to quadruple per-
ovskites structures. Here both the A and B cations of the
structure can be substituted by equivalent cations resulting in a
perovskite with the empirical formula AA0BB0O3. One example
of this structure was reported by Wang et al.349 They examined
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the photocatalytic behavior of the Sr and Ti substituted AgNbO3

materials (Ag1�xSrx)(Nb1�xTix)O3 in the decomposition of
acetaldehyde under visible light (λ > 400 nm). In spite of the
pronounced low specific surface area (approximately 1 m2/g)
shown by this system, a calculated quantum yield of 1.48% (at λ =
440 nm) was observed. As mentioned previously, a low surface
area value is a common feature of most of these novel systems.

3.2. Perovskite-Related Structures
In addition to the “ideal” perovskites just discussed, there are

other relevant perovskite-related compounds that are derived
from the presence of either anion excess (Dion�Jacobson
phases), anion deficiency (brownmillerite, A2B2O5 as Sr2Fe2O5

or Ca2Fe2O5) or even the incorporation of other components
into the structure (Ruddlesden�Popper and Aurivillius phases).

Within this perovskite-related family, a number of layered
variants of the perovskite structure are also known. The most
common layered perovskites are the Aurivillius phases (with the
general formula (An�1BnO3n+1)

2‑), the Ruddlesden�Popper
phases (with the general formula An+1BnO3n+1; Figure 13)
typified by Na2La2Ta3O10; and the Dion�Jacobson phases
(with the general formula An�1BnO3n+1; Figure 14) asRbLaNb2O7,
where, in all cases, n represents the number of the perovskite-like
layers.

Some ion-exchangeable layered perovskites, Dion�Jacobson-
type niobates and Ruddlesden�Popper-type titanates (and their
reduced-charge forms) are known to show photocatalytic activity
in water splitting as well as H2 and/or O2 evolution from water
containing sacrificial reagents.350�352

Among these perovskite-related classes, Aurivillius phases
can be considered the most successful in providing significant
photocatalytic results. For this reason Aurivillius structures will
be described separately.

3.3. Aurivillius Phases
The Aurivillius phase was first reported by Aurivillius in 1949

and consists of n perovskite-like layers (An�1BnO3n+1)
2� sand-

wiched between fluorite-like A�oxygen sheets (A2O2)
2+ 353

(Figure 15). The A and B sites can accommodate a great variety
of cations from (A) Na, K, Ca, Sr, Ba, Bi, etc. to (B): Fe, Cr, Ti,
Ga, Nb, V, Mo, W, etc.

More recently, many Aurivillius-based compounds have been
reported which exhibit interesting properties suitable for photo-
catalytic applications. Of these, Bi2WO6

354�358 is the simplest
and probably the most studied example within this family. In this
bismuth tungstate, the perovskite-like structure is defined by
WO6 units which form a layer perpendicular to the 100 direction
and sandwiched between the (Bi2O2)

2+ units.
A hydrothermal synthetic procedure has been widely reported

in the literature as an alternative to traditional solid state reac-
tions for obtaining Bi2WO6 Aurivillius-phase compounds.359,360

The exact experimental conditions employed in the hydrother-
mal synthesis as well as the use of surfactants have been shown to
exert a great influence on the morphology and shapes of the
particles obtained. Flowerlike, tirelike, sheet or square nanoplates
can all be created. It is clear that this new synthetic route provides
compounds with better photocatalytic behavior, although, in
certain cases, the specific surface areas are not significantly higher
with respect to those obtained by solid state pathways. Interest-
ingly, further calcination after the hydrothermal step leads, in
almost all cases, to a dramatic loss in the surface area. Thus, the
formation of 3D or 2D superstructures appears to be responsible
for the enhancement in the photocatalytic performance.356,358,361,362

These results indicate that Bi2WO6 shows acceptable photode-
gradation rates for both liquid and gas phase reactions under
visible irradiation (λ > 400 nm), all with higher values compared
to TiO2. In addition, the photoelectrocatalytic performance of
such systems immobilized into conducting supports for the
degradation of 4-chlorophenol under visible irradiation is also
promising.363 In a recent study, Saison et al. proposed that the
relevant photocatalytic activity of such materials was related to
their strong surface acidity. They provided an interesting discus-
sion, related to the lateral facets in these platelike structures, on
the origin of such acidity.364

In order to improve the photocatalytic performance of these
Aurivillus structures, it has been recently proposed that the
assembly of a Bi2WO6 nanostructure with Bi2WO6 quantum
dots dispersed on crystalline nanosheets has potential.365 Using
this approach, the authors aim to balance all the benefits of
nanoparticles, nanoplates and nanostructures. The reported
enhanced photocatalytic activity for RhB degradation appears
to be justified. Among other structural and surface features,
the interesting homojunction between the quantum dot and
nanosheet substrate is significant. Along the same lines, the
incorporation of TiO2 units into the Bi2WO6 structure leading
to a homogeneous heterostructured material has shown that
this new photocatalyst can in principle function under sunlike
irradiation conditions.366,367 This new system gave interesting
results for the degradation of RhB under UV�vis that clearly
exceeds any previous results.

The second candidate with Aurivillius structure that has been
reported in recent years is Bi2MoO6.

368�373 The crystalline

Figure 13. Representation of the RbLaNb2O7 Dion�Jacobson phase
(cyan, NbO6 units; dark yellow, Rb atoms; light yellow, La atoms).
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structure of this compound is similar to that described above but
theW6+ cation is substituted byMo6+ in the perovskite-like layer.
Man et al. discuss the relationship between the physical proper-
ties, the photocurrent response and the preparation conditions of
Bi2MoO6 coatings prepared by dip-coating of the amorphous
polymeric precursor.374 They reported that the Bi2MoO6 films
exhibited a visible-light response. In addition, a detectable photo-
current was generated under visible-light (λ > 400 nm) irradia-
tion. Photodegradation studies of rhodamine B demonstrated
that such compounds can be considered as a good alternative for
visible photocatalysis. These authors obtained the Bi�Mo
Aurivillius phase using a traditional solvothermal method. It
exhibited well-crystallized nanorods with a diameter of about
30 nm and up to a few micrometers in length. In this case, the
specific surface areas achieved using this method were relatively
higher; reaching in some cases 30 m2/g. Nevertheless, the
reactivity results appear to be correlated not with this feature
but to crystallinity and morphology. The same conclusion is
reached by Zhou et al. in the case of Bi2MoO6 prepared by an
ultrasonic assisted method.375 Furthermore, Zheng et al. provide
interesting results which also support Zhou’s assumption.376 The
Bi2MoO6 systems were prepared using simple solution methods.
With preferentially exposed [010] surfaces they exhibited enhanced

photoactivity over other catalysts. By favoring the formation of
large sheet morphologies, the preferential exposition of plane
[010] was observed. The analysis of these [010] surface planes
indicates the existence of distorted MoO6 octahedra which lead
to an oxygen-deficient surface which enhances the concentration
of OH• and/or OOH• radicals.

With respect to the Aurivillius phases it is also necessary to
mention Sill�en structures. Compounds with these structures can
be described as resulting from the intergrowth of PbO-type
blocks (M2O2)

+ and one (the simplest X1 structure), two and
even three layers of halide ions X� (i.e., Bi-based oxychlorides
such as BiOCl, Eg = 3.50 eV, and Bi3O4Cl, Eg = 2.80 eV)
(Figure 16). Compounds with the general formula MBiO2X
(M = Pb or Cd) andMBi3O4X2 (M = Li or Na) are designated as
X1 and those with general formula MOX (M = Bi, Ln) as X2.

Layered-structure Bi-based oxychlorides such as BiOCl,
Bi3O4Cl, Na0.5Bi1.5O2Cl, Bi4NbO8Cl and MBiO2Cl (M = Ca,
Sr, Ba, Cd, Pb) can also be used as efficient photocatalysts. Most
of them have been synthesized using solid state reactions, and
they have demonstrated good photocatalytic activity in the
degradation of selected dyes. The literature results often show
that the UV-induced photocatalytic performances of these novel
oxychloride catalysts are better than or comparable to that of
anatase-TiO2.

377 The open crystalline structure and the indirect
optical transition of BiOCl have been shown to be responsible for
the excellent photocatalytic activity. In addition, the high photo-
catalytic performance of these Bi-based oxychlorides has been
ascribed to the presence of strong internal static electric fields

Figure 14. Representation of the Li2CaTa2O7 Ruddlesden�Popper
phase (cyan, TaO6 units; brown, Ca atoms; pink, Li atoms; red, O
atoms).

Figure 15. Representation of an Bi2WO6 Aurivillius phase (cyan, WO6

units; yellow, Bi atoms; red, O atoms).
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between the layers. Alternatively, Ye et al. considered that the
high oxygen atom density in [001] facets could be key for the
increase of the UV-induced photoactivity, probably due to the
creation of oxygen vacancies in the crystal lattice.378

However, more recent efforts have focused on the observation
that similar structures demonstrate visible absorption. This is the
case for Bi3O4Cl (Eg = 2.79 eV), Na0.5Bi1.5O2Cl (Eg = 3.03 eV)
and PbBiO2Cl (Eg = 2.45 eV) which all exhibit visible-light
photoactivity.377,379,380 For such materials, the composition of
the valence and conduction bands determine the lower band
gap values. Indeed, the valence band consists of Cl 3p, O 2p
and Bi 6s hybridized orbitals. The photocatalytic performance
of Bi3O4Cl and Na0.5Bi1.5O2Cl for methyl orange degradation
is better than that of TiO2 under both UV and visible
irradiation conditions.

Also related is the fact that other oxyhalides have been
proposed which have acceptable photoactivities in the visible
range. Oxybromide and oxyiodides such as BiOBr, PbBiO2Br,
BiOIxBr1�x or BiOIxCl1�x possess good visible light responsive
abilities.381,382 The band gaps of the sheet-shaped compounds
BiOX (X =Cl, Br and I) were 3.44, 2.76 and 1.85 eV, respectively.
BiOBr showed the highest photocatalytic activity in degrading
rhodamine B.383 In a recent paper, the modification of BiOI with
an ionic liquid was reported.384 The modification of BiOI with
[bmim]I, which acts as iodine source also, clearly improves the
photocatalytic activity for MO degradation under visible light.

This enhancement was ascribed to the capability of bmim
molecules to trap photoexcited electrons.

The combination of an Aurivillius phase with a Sill�en inter-
growth gives rise to the so-called Sill�en�Aurivillius interwoven
materials. The most common examples of these types of struc-
tures are the Bi-based oxychlorides. Among these Bi4NbO8Cl is
of particular interest because it has a reddish yellow color (Eg =
2.38 eV) and therefore a reasonable visible light-response
ability.385 The nominal composition of this Bi�Nb oxychloride
can be rewritten as [Bi2O2Cl][Bi2NbO6] where the Sill�en and
Aurivillius structures are clearly denoted. In this case, the
reported photoactivities clearly indicate that the Bi�Nb oxy-
chloride obtained by the solid state reaction method behaves
better than TiO2, but only under visible irradiation (λ > 400 nm).

3.4. BiVO4 Scheelite Structure
Where AMO4 compounds are concerned, the scheelite struc-

ture type is favored when A is a big electropositive ion (generally
an alkali metal, alkaline earth or lanthanide ion) and M is a
smaller cation in a high oxidation state (e.g., W6+, Mo6+, Re7+,
Ru7+, I7+) (Figure 17). Of the members of this family of
compounds, bismuth vanadate, BiVO4 (Eg = 2.30 eV), is one
which has been widely reported as exhibiting good photocatalytic
properties. BiVO4 has three main crystalline structures, zircon-
tetragonal, scheelite-tetragonal and scheelite-monoclinic,386 and
can be prepared using different synthetic routes.387�389 It is
possible to selectively make one of the above-mentioned struc-
tures and morphologies by judicious choice of the preparative
method.390,391 Regarding the scheelite-like compound, the
monoclinic structure is usually obtained by means of a solid
state and melting reaction at high temperatures. On the other
hand, the tetragonal form is usually formed by aqueous media
methods in low temperature processes. From the literature data,

Figure 16. Representation of a BiOCl Sill�en structure (green, Cl atoms;
yellow, Bi atoms; red, O atoms).

Figure 17. Representation of the BiVO4 scheelite structure (cyan, VO4

units; yellow, Bi atoms).
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it appears that the most photoactive phase is the monoclinic
phase. Clearly therefore, attempts at achieving this crystalline
phase are of great importance. Thus, a simple coprecipitation
method using mild calcination temperatures such as 200 �C was
proposed and successfully led to the photoactive monoclinic
structure.392 An interesting effect of cetyltrimethylammonium
bromide (CTAB) on the crystallization is reported by Yin
et al.393 They showed that the presence of CTAB induces the
appearance of BiOBr during the synthesis at 80 �C using an
aqueous method. This intermediate seems to favor the crystal-
lization of BiVO4 as monoclinic polymorphs. In addition, it
appears that the use of hydrothermal treatments for the prepara-
tion of BiVO4 leads to the appearance of the monoclinic phase at
mild temperatures. These have smaller crystallite sizes compared
to those obtained from the solid state reaction.391,394,395 Thus,
Zhang et al. proposed the synthesis of monoclinic BiVO4

nanosheets by means of a hydrothermal method assisted by a
morphology-directing agent.387 These nanosheet-shaped mate-
rials exhibit much higher photocatalytic activities for the solar
photodegradation of rhodamine B than the corresponding bulk
material. Subsequently, an m-BiVO4 structure with high surface
area was also obtained using K2SO4 as the inorganic crystal-
controlling additive.396 Recently, Xi et al. reported a novel
hydrothermal synthetic procedure for obtaining m-BiVO4 nano-
plates which showed preferential exposition of the [001]
facets.397 Similar to the Bi2MoO6 systems, this preferentially
exposed facet seems to produce an enhanced photoactivity for
the degradation of organic contaminants as well as for the
photocatalytic oxidation of water to O2. When compared to
m-BiVO4 nanorods with a [100] growth direction, the nano-
plates showed notably higher photoactivity in spite of having a
lower surface area with respect to the nanorods. Li et al. reported
the preparation of BiVO4 with surface exposed (004) facets.398

They demonstrated the correlation between the extent of (004)
facet exposure and the photocatalytic activity for O2 evolution.
The existence of multiatomic BiV4 centers at this facet seems to
be the origin of the observed high activity. This appears to
confirm that in this material the photoactivity is more closely
related to the surface (or shape) structure than to the actual
surface area or other physical properties. In addition, using a
similar procedure Zheng et al. employed a Gemini surfactant and
produced a 3D hierarchical structure.399 The influence of the
specific morphology of a particular material is also referred to by
Zhou et al.400 They reported that the preparation of monoclinic
BiVO4 microtubes particles which formed flowerlike structures
resulted in a distinct improvement in the photocatalytic activity.
It can be safely concluded that such noteworthy visible photo-
activity appears to be attributable to the presence of a distinctive
morphology. Another approach consists of the substitution of M
cations to form structural MO4 tetrahedra. Applying this, Yao
et al. proposed the substitution ofMo6+ into the V5+ sites to form
a BiV0.98Mo0.02O4 compound.401 The modified material, ob-
tained by a solid state reaction method, exhibits a well-crystal-
lized monoclinic scheelite structure and similar band gap values
(2.39 eV). Methylene blue degradation under visible light
irradiation was found to be significantly improved by the
incorporation of even this small amount of Mo. The higher
adsorption affinity toward the organic molecule due to the
enhanced surface acidity was reported as the reason for the
improved photocatalytic performance. In a subsequent work,
Park et al. proposed a codoped BiVO4 system in which the
incorporation of W and Mo would lead to an improved

electron�hole separation.402 The consecutive doping with W
andMo induces the crystal symmetry shifting frommonoclinic to
tetragonal, without a significant change of the band gap or the
material’s optical properties. This symmetry deformation seems
to be the reason for an effective charge separation.

3.5. Other Structures
Pyrochlore is a generic term for the pyrochlore crystal

structure (Fd3m) which describes materials of the type A2B2O6

and A2B2O7. Here the A and B species are generally rare-earth or
transition metal species.403 The pyrochlore structure is a super
structure derivative of the simple fluorite structure (AO2 = A4O8,
where the A and B cations are ordered along the Æ110æ direction).
These compounds are predominantly cubic and ionic in nature
and, provided the ionic radius and charge neutrality criteria are
satisfied, lend themselves to a wide variety of chemical substitu-
tion at the A, B and O sites. A2B2O7 compounds exhibit a wide
range of interesting physical properties. This is because the B
element can be a transition metal with variable oxidation states or
a post transition metal. The A element can be a rare earth (Ln) or
an element with an inert lone-pair of electrons. Recently, some
Nb-containing photocatalysts with a pyrochlore-type structure
have also been reported; examples are Bi2MNbO7 (M = Al, Ga,
In and Fe) and Bi2RNbO7 (R = rare earth elements). However,
one thing that they all have in common is that all these systems
have been reported for water splitting reactions under UV
irradiation.404,405 Among the family members of this group,
certain tantalate compounds with pyrochlore structures
(Bi2LaTaO7 and Bi2YTaO7) have been shown to also exhibit
visible photocatalytic activity in the degradation of methylene
blue.406 In relation to this, Luan et al. pointed that the best
photocatalytic performance shown by the La structure can be
explained by taking into account the structure distortion due to
the rare earth ion substitution and the consequent displacement
of the band edge. A related tantalum compound (K2Ta2O6) has
been reported as suitable for the degradation of rhodamine B
under UV irradiation.407 Zhu et al. also reported the nitrogen
doped K2Ta2O6.

The compound AgSbO3 which has a pyrochlore structure is
also reported as having photocatalytic activity for 2-propanol
degradation under visible irradiation.408 The crystal structure of
AgSbO3 can be depicted as a combination of AgO6 and SbO6

octahedra with a band edge at around 480 nm (Eg = 2.6 eV). This
band narrowing was attributed to the hybridization of the Ag 4d
and O 2p orbitals which form the top of the valence band.

Spinels have a common structural arrangement shared by
many oxides of the transitionmetals.Their formula is AB2O4, and
the oxide anions are arranged in a cubic close-packed lattice. The
cations A and B occupy some or all of the octahedral and
tetrahedral sites in the lattice. Some compounds with this
structure have been used for the photodegradation of organic
pollutants under visible irradiation.409�412 Tang et al. first
reported the photocatalytic activity of CaIn2O4 for methylene
blue degradation using visible radiation.409 In addition, these
authors report the effect of alkaline earth ion substitution into the
structure leading to the following photoactivity order: CaIn2O4 >
SrIn2O4 > BaIn2O4. The complex structure of BaIn2O4, which
exhibits an InOx polyhedral network, was identified as being
responsible for this compound exhibiting the lowest photoactiv-
ity. The smaller ionic radii of the Ca and Sr cations provide a
higher oxidative ability and therefore better photocatalytic per-
formances.410,412 In other words, the different electronegativities
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of the cations directly affect the final band structure and hence
the subsequent photocatalytic activity.

4. NEW PHOTOCATALYSTS FOR WATER SPLITTING

Taking into consideration the current socioeconomical and
environmental situation, it is widely believed that hydrogen will
play an important role in this system since it is considered the
ultimate clean energy carrier. At present, H2 is mainly produced
from CO and CH4 from fossil fuels by a steam reforming
reaction. However, the ultimate future effective depletion of
fossil fuels as well as the serious environmental problems
associated with CO2 production has inspired the development
of viable alternatives. Of these, the solar photocatalytic water
splitting reaction in which sunlight and water are used as the
hydrogen source is a highly appreciated alternative. In a process
that mimics photosynthesis, solar energy can also be used to
convert water into hydrogen and oxygen.

Over the last three decades the overall photocatalytic water
splitting process has been extensively studied.413�417 Regarding
this field of research, however, it must be said that the earliest
research focused more on developing good photocatalysts than
on actually understanding the process itself.418 Recent advances
in the tailoring of new photocatalysts for solar water splitting pass
through the comprehension of the band electronic structure
which subsequently would lead to improvements using band
engineering.329,419 Consequently this is currently considered the
primary research approach and hence will be now described in
more detail.

With respect to the formal electronic structure of a potential
water splitting photocatalyst, there are two important require-
ments: (i) The band gap should be 1.23 eV < Eg < 3.26 eV. (ii)
The band positions should be located as follows: the bottom of
the conduction band should be more negative than the redox
potential of H+/H2 (0 V vs NHE). Meanwhile the top of the
valence band should be more positive than the redox potential of
O2/H2O (1.23 V). Thus, from a thermodynamic point of view
the water splitting reaction should be easily achieved using a
photoinduced catalytic process involving any materials which
satisfy the above conditions.

However, the overall photocatalytic water splitting reaction is
an endothermic reaction with a large positive change in Gibbs
free energy (ΔG� = 238 kJ/mol). This means that, in order to
overcome such an energy barrier, photons of higher energy are
needed. Moreover, the inverse reaction, water formation, strongly
competes with the desired hydrogen formation (surface back
reaction). There are two main approaches to suppressing the
reverse reaction: either the use of sacrificial reagents or the creation
of a physical separation between the corresponding photoactive
sites on the surface of the photocatalyst. With respect to this
second approach, the separation of the photoactive sites would
require surface separation of the photogenerated electrons
and holes. In this context, some transition metals oxides and
noble metals (Pt,420 Rh,421 Au, NiO and RuO2) are suitable as
cocatalysts for the improvement of the H2 evolution reaction by
suppressing the water forming back reaction. The presence of the
cocatalyst plays a crucial role in the water splitting mechanism.
It induces the photogeneration of carriers, facilitates the charge
transfer, constructs the catalytic sites and reduces the activation
energy for gas evolution. In the majority of cases, the presence
of a cocatalyst enables or increases the water splitting activity.
Although it has been reported that noble metals improve the water

reduction reaction in order to generate H2, these particular
cocatalysts have been shown to be inadequate for water splitting
reaction because effectively they favor the back reaction. This
togetherwith their high costmakes it essential to develop novel less
expensive ones, and in fact alternative cocatalyst systems have been
proposed. Zong et al.422 have shown that the rate of H2 evolution
was significantly improved by using Mo2S as the cocatalyst. The
photoactivity reported was even higher than that for the Pt-loaded
catalyst. Following on from this, other compounds such as those
proposed by Leung et al., materials such as Ni and Mo alloys,
Mo2C, or W2C, are potential candidates for cocatalysts since they
have shown a low overpotential for hydrogen evolution.423

However, other metal oxides such as NiOx or RuO2 have been
mainly used as cocatalysts for the decomposition of pure water
into H2 and O2.

424�427 Domen’s group has extensively studied
the effect of cocatalysts for this water splitting reaction.428,429

From recent studies where NiOx cocatalysts were developed,
their particular core�shell structure is crucial for the remarkable
improvement in water splitting. Thus, Ni@NiO structures would
act as selective reaction centers in which the NiO shell success-
fully suppresses the back reaction by limiting the diffusion of
oxygen into the Ni core. On the other hand, the Ni core can act as
an electron drain site accessible to H+, which then enables the H2

formation.416 Recently, a variation of this NiOx cocatalyst has
been proposed based on a Cr2O3 shell covering different cocatalyst
cores (NiOx, RuO2, Rh2O3, Rh, Pd, Pt). It showed remarkable
quantum efficiencies for the H2 evolution reaction.

430�432 In this
case, the method consisted of the deposition of Rh and Cr by
simultaneous photoreduction. This simultaneous deposition
leads to the formation of a core�shell structure consisting of a
metallic Rh core and a Cr2O3 shell.

From these latest results, it can be concluded, therefore, that
the selection of the appropriate cocatalyst is critical for achieving
enhanced efficiencies for the overall water splitting reaction.

To date, more than 130 potential materials have been pro-
posed for use either in the overall water splitting reaction or for
the water oxidation/reduction half-reaction in the presence of
external sacrificial agent. These UV-based systems can be classi-
fied into four groups: (i) d0 metal oxides (such as Ti4+, Zr4+, Nb5+,
Ta5+, W6+); (ii) d10 metal oxides (In3+, Ga3+, Ge3+, Sn4+); (iii) f0

metal oxides (Ce4+) and finally (iv) nonoxidic photocatalysts.415

Using UV light all of these potential systems can lead to “photon
efficiencies” as high as 30�50%. Thus, the conclusion reached
from reading the huge amount of published papers is that the real
challenge now refers to the low quantum efficiencies achieved in
UV and especially in visible light-induced processes.418 Some
authors have identified the goal for competitive photocatalytic
water splitting as the development of photocatalysts with low
band gaps. This would make the visible process possible with
quantum yields of 30% at 600 nm.328 This efficiency should
constitute about 5% of solar energy conversion.

Until the 1980s the first systems studied for the photoassisted
water-splitting reaction were based mainly on TiO2 derived
catalysts. After that, a new approach emerged involving other
complex systems such as layered (Dion�Jacobson andRuddlesden�
Popper) and pillared structures. A titanium-based layered per-
ovskite in the form La2Ti2O7, which is formed by TiO6 unit slabs
separated by La3+ ion layers, showed a 3.8 eV band gap energy.
Doping with NiO and even more so with BaO leads to UV high
photocatalytic activity for water splitting.433 One of the most
representative systems of this period is the layered niobate family
(K4Nb6O17 and Rb4Nb6O17).

352 Their unique layered structures
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which are composed of two different interlayer spaces lead to
efficient water decomposition. However, the large band gap
values exhibited by these materials (ca. 3.3 eV) introduce a
significant handicap which unfortunately renders the overall
process unfeasible. Further approaches to developing a visible
light-active niobate involved the incorporation of an alkaline metal
at the interlayer space (i.e., RbPb2Nb3O10). Ion-exchangeable
layered perovskites with general formula A2�xLa2Ti3�xNbxO10

(A = interlayer cations such as K, Rb, Cs) showed interesting
photocatalytic behavior under visible irradiation.434

Further trials for highly active systems centered on layered
tantalates. Because of their large band gap, UV irradiation is
needed and the addition of a cocatalyst (NiO, Pt or RuO2) for
improving the photocatalytic activity. In this context, it has been
reported that NiO/NaTiO3 is the most active for water splitting
among the tantalate family. The use of such cocatalysts as active
sites is a justified strategy for improving the localizing effect of the
protons for the formation of hydrogen gas.435 Recently, Hu et al.
demonstrated that the incorporation of small amounts of NiO
(below 3 wt %) should lead to the formation of a solid solution
transition zone between the NiO and NaTaO3.

436 Using high-
resolution transmission electron microscopy (HRTEM) data
they reported that this interface is formed by the interdiffusion of
Ni2+ and Na+ cations. This interdiffusion should generate a
reduction in the depletion width. Subsequently this should allow
a charge tunneling through the interface barrier and result in
markedly enhanced H2 evolution rates under UV illumination.
The doping of the NiO/NaTiO3 with La3+ also significantly
improves the efficiencies of this particular photocatalyst by
increasing the lifetime of the photogenerated electrons.437 Other
tantalate structures such as LnTaO3 (Ln = La, Ce, Pr, Nd)
present a variable band gap depending on the lanthanide cation.
However, only NiO-modified LaTaO3 shows UV photocatalytic
activity for overall water splitting.438

Furthermore, it has been reported that doping NaTaO3 with
transition metal ions such as Mn or Fe also leads to visible
absorption.439 Because the ionic radius of Mn and Fe (0.67�
0.72 Å) is close to that of Ta5+ (0.64 Å), the substitution for Ta5+

is strongly feasible. In this situation, the Fe and Mn 3d-like states
would contribute not only to the CB but also to the VB, making
the band gap much smaller than that of pure NaTaO3. Using
density of state calculations (DOS), these authors proposed that
Mn-doped NaTaO3 is expected to be active only for photoox-
idation while Fe-doped NaTaO3 can be an active material for
overall photocatalytic splitting of water under visible light.

As already mentioned in the previous section, band engineer-
ing strategies for the tailoring of competitive visible active
systems for water splitting reactions approach the creation of
systems withmodified band structures through the incorporation
of doping ions or new solid solution systems. After the initial
considerations about the water splitting mechanism, it appears
that it would be quite difficult to attain the water cleavage
reaction under visible light since efficient photocatalysts must
have a narrow band gap and suitable band positions for the
simultaneous evolution of H2 and O2.

The creation of a visible active systemwithin the tantalates was
achieved by developing an InTaO4 system doped with NiO and
RuO2.

440,441 In fact, the band gap of the perovskite tantalates
strongly depends on the cations participating. Hence lanthanide
doping seems to notably increase the photocatalytic activity. In a
similar way, the incorporation of Ni into the perovskite structure
diminishes the Eg value to 2.3 eV for In0.9Ni0.1TaO4.

Oxynitrides and oxysulfide materials also have potential as
interesting water-splitting photocatalysts.329,442 Among the oxy-
nitrides reported in the literature showing interesting photoca-
talytic behavior are those containing transition-metal cations of
Ti4+, Nb5+ and Ta5+ which have the d0 electronic configur-
ation.329 It should be noted that oxynitrides exhibit high photo-
catalytic activity for O2-evolution. Materials with a d10 electronic
configuration also exhibit photocatalytic activity under visible
light. The main difference with respect to the d0 configuration is
the fact that the lower end of the conduction band is composed of
hybridized s and p orbitals. Such conduction band mixed orbitals
exhibit a large dispersion leading to higher mobility of the
photogenerated electrons and thus higher photoactivity.329 As
has been previouslymentioned, Ge3N4 andGaN show large band
gap energies and exhibit photoactivity under UV light.443,444 The
combination of such nitrides with ZnO to form a solid solution
such as (Ga1�xZnx)(N1�xOx) leads to a lower band gap energy
(2.4�2.8 eV).445 Although (Ga1�xZnx)(N1�xOx) with a ZnO
concentration greater than 75% can absorb long-wavelength
visible light, only GaN-rich (Ga1�xZnx)(N1�xOx) with a ZnO
concentration below 22% exhibited activity for overall water
splitting.446 The modification of this oxynitride material with
Rh2�xCrxO3 as the cocatalyst and the use of silver nitrate as a
sacrificial electron acceptor led to improved performance.447

Similarly, a solid solution of zinc oxide and germanium nitride
(Zn1+xGe)(N2Ox) has also been demonstrated as being an active
photocatalyst for overall water splitting under visible light.448

Regarding oxysulfide materials, DFT calculations have shown
that the relative stability of such compounds compared to sulfides
with respect to oxidation reactions is due to the difference in their
band structures. The O 2p and S 3p orbital mixing which forms
the valence band is reported as being the main reason for such
stability toward oxidation. Thus, Ishikawa et al. reported that
Ln2Ti2S2O5 (Ln = Sm, Gd) behave as stable photocatalysts
for the H2 and O2 evolution reaction in the presence of an
electron donor (methanol, Na2S�Na2SO3) and acceptor (Ag

+),
respectively.449 The improvement in the photocatalytic activity
was achieved by raising the sulfidation temperature to 850 �C.
It was found that this induces a higher degree of crystallinity.
In addition, Ogisu et al. report La�Ga-based oxysulfides which
exhibit photocatalytic activity for H2 evolution in the presence
of Ru or Pt cocatalysts, whereas with IrO2 loading this system
promotes O2 evolution reaction.450

Due to their suitable electronic band structures sulfide photo-
catalysts have been extensively studied for their photocatalytic
water splitting potential.451 Some of the attempts to improve the
stability of metal sulfide involved the following: (i) the loading of
a noble metal onto the surface of CdS, (ii) the incorporation of
metal sulfide nanoparticles into the interlayer photocatalysts or
(iii) mixing with wide band gap semiconductors of chalcogenides
such as ZnS. Thus, it was reported that Cu orNi doping onto ZnS
leads to an active photocatalyst for the hydrogen evolution
reaction under visible irradiation. Kudo et al. first reported an
interesting example of visible photoactivity for H2 evolution by
the Ni�ZnS system. On the other hand, Cu-doped ZnS with
a composition of Zn0.957Cu0.043S was reported to be an effi-
cient photocatalyst for H2 evolution from water in the absence
of any cocatalyst.451 The results indicate that, although the
band gap is narrowed by forming donor levels from the Cu 3d
orbitals located in the forbidden band, the high conduction
band potential of the ZnS host semiconductor remains effec-
tive for the separation of charges and the reduction of water.
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Such systems overcome the harmful instability of the previously
proposed CdS system which suffered photocorrosion. Later,
Xing et al. showed that the solid solution Cd1�xZnxS which
exhibits modulated band gap values gives efficient and stable
photocatalytic behavior forwater splitting.452Other solid solutions such
as (Zn0.95Cu0.05)1�xCdxS, CdxCuyZn1�x�yS, (AgIn)xZn2(1�x)S2 and
ZnS�CuInS2�AgInS2, which contain sacrificial reagents such as
S2� and SO3

2�, have all been investigated and show photo-
catalytic activity for H2 evolution under visible light.453,454 A
more complex heterostructure based on sulfide materials was
recently described by Amirav and Alivisatos.455 They reported a
multicomponent nanoheterostructure composed of a platinum-
tipped cadmium sulfide rod with an embedded cadmium selenide
seed. The metal tip is designed to “drain out” the electrons
while the holes would be three-dimensionally confined to the
CdSe nanoparticle. By adopting this arrangement, an effective
charge carrier separation is achieved that can be modulated by
tuning the physical length of the CdS rods.

Comparing a range of these sulfide systems, it emerges that the
catalyst with a moderate doping concentration of Cu results in
the best H2 evolution performance while maintaining good
stability. Zhang et al. reported that the photoactivity can be
enhanced by a factor of around 20-fold after adding up to 11mol %
of Cu during the synthesis to form a Cu-rich surface.456 They
argued that Cu2+ remains at the surface forming 3d impurity
levels that can perform as noble metal cocatalysts, thus increasing
the photocatalytic activity for water splitting. Unfortunately,
binary sulfide solid solutions are unstable for water oxidation
to form O2. This is attributed to the prevalence of the more
favorable S2� oxidation by photogenerated holes.139

The so-called biomimetic Z-scheme was also proposed as a
means of enhancing the photocatalytic efficiency of water split-
ting. The first artificial Z-scheme was proposed by Arakawa et al.
and consisted of a WO3 photocatalyst and an Fe2+/Fe3+ redox
mediator.457

A further innovative approach which also relied on the
Z-scheme consisted of the development of a two-photon process-
based reaction using two different photocatalysts. Using this
novel configuration, Abe et al. proposed a two-step photo-
excitation.458 In this kind of reaction, the redox water splitting
half-reactions (H2 and O2 evolution reactions) progress with the
aid of two different photocatalysts working as a coupled redox
system: Pt-loaded anatase-TiO2 for H2 evolution and rutile-TiO2

for O2 evolution. Clearly, the study of the H2 and O2 evolution
reaction is important not only for a greater understanding of the
mechanism involved in the overall water splitting reaction but
also in order to develop a coupled photocatalytic system. An
indirect Z-scheme mechanism, similar to that occurring in the
photosynthesis of green plants, is proposed for such configura-
tions. This novel concept for the photocatalytic water splitting
was first introduced by Bard in 1979.459 To summarize, the
indirect Z-scheme is thus composed of an H2-evolution photo-
catalyst, an O2-evolution photocatalyst and an electron mediator
(Figure 18a).414,458,460

Hence in the context of such Z-schemes, a photocatalyst that is
active for one of the water splitting half-reactions can be employed
for the construction of the complete Z-scheme.461 TiO2-
based systems are suitable for UV irradiation, while SrTiO3-
based compounds combined with Pt�WO3 systems provide
goodH2 and O2 evolution under visible conditions. With respect
to the electron-mediator system, the redox couples IO3�/I� and
Fe3+/Fe2+ are usually employed. An optimized system has recently

been proposed by Domen’s group. It consists of a Pt/ZrO2-

TaON�Pt/WO3�NaI coupled system.462 The modification of
TaON with ZrO2 appears to be the key factor for the resulting
improved photocatalytic performance. Thus, it appears that the
incorporation of ZrO2 reduces the electron�hole recombination
on TaON. The authors concluded that, although oxynitride
presents a low activity for the H2 evolution reaction, appropriate
modification should lead to a high potential for photocatalytic
water splitting.

In a recent development, the electron-mediator redox couple
is avoided by introducing an interparticle electron-transfer using
a nanojunction system. This leads to the so-called direct
Z-scheme (Figure 18b).463 In contrast to the indirect Z-scheme
process, the electron-transfer process takes place as a result of the
isolation of stronger oxidative holes and reductive electrons on a
different semiconductor by directly quenching the weaker oxi-
dative holes and reductive electrons at the solid heterostructure
interface.464 Therefore, using this configuration it appears to be
unnecessary to involve a redox mediator solution. From time-
resolved fluorescence emission decay spectroscopy it was found
that the synergetic effect is the origin of the high photoactivity of
the ZnO:CdS-coupled system. Thus, while the lifetime of carriers
in single semiconductor systems is ca. 60 ns, for heterostructure
systems this changed to 220 ns. This fact is evidence for the real
charge transfer between the two semiconductors and the delay in
the recombination process.464 In relation to this, Sasaki et al.
demonstrated that by improving the effective contact between
the Ru/SrTiO3:Rh-BiVO4 photocatalysts participating in the
Z-scheme it is possible to perform overall water splitting under
visible light irradiation without the need for an electron
mediator.465 The apparent quantumyield of the (Ru/SrTiO3:Rh)�
(BiVO4) system was reported as being 1.7% at 420 nm. Similar
results were reported for a Cr/Ba2In2O5:In2O3 system.

466 Yun
et al. recently proposed a combination of two visible light active
photocatalysts as a highly active Z-scheme system.467 Thus, the
combination of CdS and carbon doped TiO2 to form a CdS/Au/
TiO1.96C0.04 heterojunction, in which CdS/Au has a hemisphe-
rical core�shell structure, leads to a important H2 evolution.
These results provide evidence that a suitable preparative route
leading to intimate contact between both components is critical
for producing efficient solar H2 production.

Currently the problem with photolytic Z-schemes is that
catalytic activities and efficiencies are still low. However, taking
into account the versatility of such coupled systems, it is
anticipated that Z-schemes will be the focus of intense investiga-
tion in the future. The challenge for such coupled heterostruc-
tures is the need to find suitable semiconductors and to construct
an adequate interface connection to realize the direct Z-scheme
electron process.

After this brief discussion on the most relevant systems, it is
clear that the best result reported so far for overall water splitting,
that is for Rh2�yCryO3/GaN�ZnO (quantum efficiency of ca.
6% at 420�440 nm), is still far from what is considered the
“flashpoint” for practical applications (up to 30% at 600 nm).
Therefore, as has been widely discussed, the main drawbacks are
still the issues of recombination process as well as the back
reaction. The overcoming of these problems appears crucial in
order to develop a practical photocatalyst for H2 production from
water. Due to low efficiencies and the absence of adequate
scaling-up studies, the lack of industrial application is not
surprising. However, Jing et al. have recently designed a com-
pound parabolic collector photocatalytic reactor for solar light
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hydrogen production.468 This first attempt clearly opens up new
perspectives in the large scale application of the water splitting
reaction.

5. NEW PHOTOCATALYSTS FOR CO2 REDUCTION

It is widely accepted that atmospheric CO2 is the most
abundant greenhouse gas arising from various human activities
such as energy production and transport. Currently after the
Kyoto protocol ratification by many countries, the development
of an adequate method for the removal of this gas from the
atmosphere has attained great importance in order to control
climate change. Among the CO2 reduction methods should be
mentioned the following: the capture and geological storage
underground of the gas to form stable carbonates, absorption
into several functionalized materials and large-scale forestation.

However, even though they appear attractive approaches, those
solutions are in fact energy intensive and costly. An alternative
and preferable way could be the valorization of CO2 emissions
toward fuel feedstock using a cheap and abundant energy source
such as solar energy. In 1979, Inoue and co-workers examined the
use of semiconductor powders for CO2 reduction. These in-
cluded TiO2, ZnO, CdS, SiC and WO3, suspended in CO2-
saturated water illuminated by a Xe lamp.469 Small amounts of
formic acid, formaldehyde, methyl alcohol, and methane were
produced, although it is clearly evident that one critical constraint
on solving the problem of CO2 is that any energy source used
must not produce any more CO2. Taking this into consideration,
there has been an increasing interest to tackle this problem by
photocatalytic methods using solar energy.470�472

The first consideration which must be taken into account refers
to the thermodynamic aspects of the reaction. The energetic

Figure 18. Z-scheme diagram for the photocatalytic water splitting reaction.
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stability of the CO2 molecule (ΔG� = �394 kJ mol�1) with
respect to the desired products (ΔG� = �51 kJ mol�1 for
methane and ΔG� = �159 kJ mol�1 for methanol) appears to
be a strong limitation.473 This fact makes CO2 reduction a highly
endothermic process, even more so than the water splitting
reaction (ΔG� = �228 kJ mol�1).

Regarding the electronic requirements for the catalysts, several
semiconductors exhibit adequate band gap energies for the
photocatalytic reduction of carbon dioxide (ZnS, CdS, ZrO2,
MgO and ZnO). Although all of these photocatalysts possess
conduction band energies sufficiently negative compared to the
reduction potential of CO2, the one most frequently applied is
wide band gap TiO2. This is largely due to its stability and
low cost.

Finally, and taking into consideration the electronic mechan-
ism of CO2 reduction, the direct process proceeds by a thermo-
dynamically uphill one-electron transfer to form CO2

•�. This is
highly unfavorable and exhibits a formal reduction potential of
�2.14 eV.474 Therefore, the most favorable pathway consists of a
multiple electron transfer. This needs more than one photon to
produce each of the final products (Table 2).

As can be deduced from the data presented in Table 2,
photocatalytic CO2 reduction would form energy-bearing pro-
ducts such as carbon monoxide, formic acid, formaldehyde,
methanol or methane. This multistep mechanism was first
proposed by Inoue,469 and the different reduction products are
sequentially formed:

CO2 þ 2Hþ þ 2e� f HCOOH ð9Þ

HCOOH þ 2Hþ þ 2e� f HCHO þ H2O ð10Þ

HCHO þ 2Hþ þ 2e� f CH3OH ð11Þ

CH3OH þ 2Hþ þ 2e� f CH4 þ H2O ð12Þ
In order to understand the complexity of the photoreduction

process we will now present a brief description of the proposed
mechanism that would lead to the different reduction products.
The first logical step consists on the hydrogenation of CO2

molecule to formic acid. The activation of CO2 would be a result
of a simultaneous attack of a nucleophilic metal hydride at a
carbon atom and a Br€onsted acid H+ at the oxygen atom. The
result of this simultaneous attack consists of a heterolytic process
that adds H� to carbon and H+ to oxygen. The next step consists
of the deoxygenation of formic acid to form formaldehyde. This
step proceeds through a similar mechanism based on the addition
ofH� to the carbon atom and aH+ to theOH group of the formic

acid molecule. The third step, that is the formaldehyde reduction
to methanol, proceeds by a completely different mechanism.
This could involve direct hydrogen addition to the CdO, which
implies a double bond cleavage.

Therefore, the design of a catalyst that can exploit the
metal�H reactivity could be the basis of the development of
an appropriate candidate for the CO2 photoreduction reaction.
This photocatalyst would have to overcome important mechan-
istic challenges which involve (i) the multistep, multielectron
chemical transformation; (ii) coupled electron and atom transfer
reactions; (iii) strongly endothermic kinetic processes; (iv) inter-
relationships with different catalytic sites. This complex scenario
would require a complex assembly including hybrid catalysts,
hierarchical nanostructured systems and multiple (active)-site
catalytic materials.

At present, all the photocatalysts reported thus far exhibit low
performances and/or require the use of sacrificial reducing
agents. A thorough understanding of how to efficiently manage
the water oxidation reaction to give oxygen turns out to be a
critical requirement for achieving the efficient photochemical
reduction of CO2 in the absence of other sacrificial electron
donors such as hydrogen.475

Since the earliest report of Inoue and co-workers, many
photocatalytic systems have been proposed. All of these exhibit
more or less efficiency under UV or solar irradiation con-
ditions.471 The first systems were based on GaP and GaAs
semiconductors yielding methanol and formic acid�formalde-
hyde mixtures respectively as the main products.476,477 Sulfides
have been also proposed as suitable photocatalysts for the CO2

splitting reaction. Eggins et al. reported the formation of
2-carbon acids (glycoxylic, formic and acetic acids) using
CdS.478 The use of ZnS has been also explored for this reaction.
It gives formic acid and methanol as the final products.479,480 In
spite of these cases, most of the research still focuses on TiO2-
basedmaterials due to the low cost, stability and performance.481�486

In spite of the ongoing research, clearly the process still suffers
from low conversion rates. In order to enhance this low
performance, Ooman et al. proposed the following strategies:
(i) enhancement of the catalyst surface area to facilitate efficient
charge transfer of the photogenerated carriers to the surface; (ii)
tailoring of the semiconductor band gap to improve light
absorption; (iii) modifying the catalyst with adequate cocatalysts
to allow absorption of the reactants and help the redox process. A
step by step optimized pathway is essential because the photo-
reduction consists of a heavy photon-consuming process, involving
a multistep mechanism with different reaction intermediates.

Following this strategy, some attempts have been reported
where efforts have been made in order to enhance the surface
area of the photocatalysts. The deposition of TiO2 over a high
surface area is one currently interesting and advantageous
approach for this particular reaction. For example, in one
particular study the authors report that highly dispersed tetra-
hedrically coordinated TiO2 species incorporated into mesopor-
ous MCM-type supports exhibited higher performances for CO2

reduction to CH3OH andCH4 compared to TiO2 nanoparticles.
487

More recently, Yang and co-workers reported CO2 splitting over
TiO2 dispersed on a SBA-15 support.488 In addition, the high
catalytic performance leading to CH3OH formation was also
associated with a synergetic effect of the well-dispersed nanocrystal-
line anatase on the mesoporous matrix.

As referred to in previous sections, one challenge central to
current research is to extend the absorption capability of the

Table 2. Representative CO2 Reduction Steps and Potentials
Occurring during the Photochemical Valorization of the
Molecule

reaction E� (V) vs SCE at pH = 7

CO2 þ 2H þ þ 2e � f CO þ H2O �0.77

CO2 þ 2H þ þ 2e � f HCOOH �0.85

CO2 þ 4H þ þ 4e � f HCHO �0.72

CO2 þ 6H þ þ 6e � f CH3OH �0.62

CO2 þ 8H þ þ 8e � f CH4 �0.48



1585 dx.doi.org/10.1021/cr100454n |Chem. Rev. 2012, 112, 1555–1614

Chemical Reviews REVIEW

catalyst in order to exploit a wider range of the solar spectrum and
produce a higher amount of photogenerated carriers. In this
context, Varghese et al. studied the photocatalytic solar conver-
sion of CO2 and H2O to hydrocarbons using N-TiO2 nanotubes
with Pt and or Cu as the cocatalysts.489 Recently Pan et al.
proposed an InTaO4 catalyst for visible CO2 reduction.

490 This
material has excellent potential since it is already widely used for
water splitting under visible irradiation. Recently other visible
light-responsive semiconductors have been reported as alterna-
tive photocatalysts for the CO2 reduction reaction. BiVO4 has
been studied and found to lead to the selective formation of
ethanol under visible light conditions.491 Another approach
would be the development of heterojunction structures formed
by two nanostructured semiconductors with different band gaps.
An example of this is the case of the CdSe quantum dot-
sensitized TiO2 system proposed by Yang and co-workers.492

Using visible light, this heterostructured catalyst is capable of
reducing CO2 to CH4 as the major product, with CH3OH, H2

and CO as secondary products.
To summarize, it appears essential, as is the case for water

splitting, that an adequate cocatalyst is employed. Its role in the
active sites, which in turn are involved in reactant adsorption as
well as in the redox process, is critical.489 Also, the selectivity,
which determines the final products, is strongly influenced by the
participation of the specific cocatalyst. As stated earlier, the use of
a Cu species as the cocatalyst has been widely reported for the
CO2 photoreduction process.

482,493�497 In all the reported cases,
the formation of methanol was clearly favored. This indicates that
the participation of copper is crucial in the redox process. From
these studies, the conclusion is that the presence of isolated Cu+

is the primary active site for photoreduction.
In a recent paper, Carpenter et al.498 reported on one of the

most researched processes of this field. It is one which mimics
plant photosynthesis by coupling the photochemical splitting of
water with the reduction of carbon dioxide with the aim of
creating useful fuels. Their new strategy consisted of making the
reducing agent recyclable instead of seeking to eliminate the use
of an external reducing agent altogether. However, as Michl has
pointed out, this is not a practical system. In spite of this,
Carpenter’s group has introduced a new concept that must be
further developed before a commercially viable “artificial leaf”
can be proposed.499

As outlined in the above strategies, the efficient photoreduction
of CO2 with H2O is fast becoming one of the most challenging
tasks involving environmental catalysts. However, in practice the
efficiency of CO2 reduction has been demonstrated as being low
when water is used as the reductant. It appears that greater detail
of the mechanisms behind this reaction remain to be clarified.
Within this context, Yang et al. had proposed a critical discussion
on the CO2 photoreduction process questioning the “fact or
fiction” of this process.500 After an in-depth and interesting
spectroscopic study, they concluded that carbonaceous residues
at the surface could participate in the formation of the primary
products of the CO2 reduction which would lead to an over-
estimation of the reaction rate. In summary, it appears that the
conversion efficiency of CO2 into valuable energy-bearing hydro-
carbons is still in its infancy and much work remains in order to
bring this technology to reality. A thorough understanding of
the reaction mechanisms is indispensable for the design of high-
efficiency and highly selective catalysts. Once this objective has
been achieved, the morphology (besides surface area) as well as
other important physicochemical effects can be addressed.

6. LIGHT HANDLING ASPECTS

6.1. TiO2-Based Systems
In the previous sections we detailed the effects of the two key

physicochemical parameters involved in the control of TiO2

structural and electronic characteristics: first, morphology, which
is a complex variable that includes size, shape and secondary
particle, porosity variables, and second, defect structure. As
summarized earlier, two limiting situations were identified. These
were a function of the best known morphological variable,
namely, size, and concern the range 4�5 and 12�15 nm where
differences in defect structure lead to distinctive electronic
consequences. These, however, are concerned with localized,
gap states without the influence of band structure. Below
5 nm, as a result of cation vacancies and amorphization, a
p-type behavior may be suggested. On the other hand, above
that point n-type bulklike behavior can be expected. In
addition, it appears that, above 15 nm, the defect structure
would be exclusively concerned with the surface. This con-
tains ca. 5% of the atoms, and essentially, it could be envisaged
that bulk behavior would result.

Shape is the other morphological variable with a known
influence on the defect structure. There appears to be an increase
in the number of undercoordinated surface atoms from elongated to
isotropic geometries. For particles with a size greater than 5 nm a
beneficial effect on the photocatalytic activity, derived frompresence
of (001) surfaces, is generally reported.40�44,501,502 This indicates
that elongated shapes would be detrimental for photoactivity
with respect to isotropically shaped ones or any other shape that
maximizes the presence of (001) surfaces. The photocatalytic
influence of this (001) surface may be a trade-off of two opposing
facts: the larger the chemical reactivity of the more open surface
and the higher charge recombination expected by a higher
surface/near-surface density of defects. There is, however, the
question of whether the presence of alien (mostly fluoride)
species which stabilize such (001) surfaces may contribute to the
high photocatalytic performance observed. Recent studies sup-
port both possibilities. Some suggest that the fluoride contribu-
tionmay not be dominant503 while others tend to support the key
catalytic role of fluoride.504 Also the influence of the defect nature
and number in the electronic properties and photoactivity of
(001) surfaces is under debate.505

After light excitation both intraparticle and interparticle effects
are important for the interpretation of the behavior of TiO2

nanomaterials. Intraparticle effects are rationalized in terms of
both the structural and electronic characteristics summarized in
previous paragraphs. In addition, interparticle effects, particularly
secondary particle size and porosity, appear to be important
variables as well.506 Size, shape and porosity thus appear to be key
variables to control (i) light absorption vs dispersion and (ii) fast
nonradiative and geminate-radiative de-excitation pathways,
favored as size decreases and dominant de-excitation channels in
the nano (e.g., below 15 nm) region.

Nongeminate radiative losses, and hence charge carriers with
potential for the correct chemistry, are usually found in the visible
range above 2 eV. For example, within the high energy region of the
visible spectra, up to three processes are triggered by photons of ca.
2.0�2.2, 2.5 and 2.8�2.9 eV. Systems can involve either one, two or
the three processes depending on the method of preparation and
other so-far unknown variables. Decay pathways that occur below
an energy of about 2.0 eV are usually ascribed to Ti(III) centers.80

The interpretation of the electronic structure behind these three
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de-excitation processes that is relevant to this work is, as described in
section 2, not universal.69,71,85,91�93,96,97,106,507�510 In spite of the
lack of a unified interpretation, it is clear thatminimizing the number
of defects, more specifically the anion bulk vacancies, appears
essential for enhancing photocatalytic activity for both UV and
visible light excitations. Where the anion vacancies are concerned,
their final role is linked to their structural/electronic energy disper-
sion properties. As discussed in section 2, a localized nature of their
electronic states and ultimately their performance as recombination
centers is the most likely case when they are located at bulk
positions. In contrast, when anion bulk vacancies produce quasi-
continuum states, the positive or negative role on charge
recombination is likely related to their initial electronic occupa-
tion (or in others words to the number of defects and the
corresponding electronic state energy postion with respect to the
Fermi edge).55�57,203,205,321,511

It should be noted also that the electronic consequences of
these defect structures after light excitation can be complex. In
the case where the electron transfer from surface defect states to
surface chemical compounds results in a higher reaction rate than
the detrapping step, the occupancy of the corresponding loca-
lized states would be much less than that derived from the Fermi
level of the system and Fermi�Dirac statistics.289 This leads to
the creation of a pseudo-Fermi edge that can control the defect-
derived electron behavior with subsequent consequences in the
dynamic behavior of the charge carriers. This can occur, for
example, on metal�oxide contact or in other situations. As
described previously, this appears to be important for electron-
related defects because of the fact that oxygen is a rather efficient
scavenger; superoxide ions display long lifetimes of milliseconds.

With respect to nanosized semiconductors there is another
relevant aspect, namely, carrier multiplication. As shown by
Klimov et al., one photon with an excess of energy (over the
band gap) can produce not one but multiple excitons. Up to 4
excitons per photon are possible for high energy photons. While
the exact mechanism for this enhancement is still a subject of
debate, high multiexciton yields in nanocrystals are likely due to
factors such as the close proximity between interacting charges,
reduced dielectric screening, and relaxation in translation-mo-
mentum conservation.512

Interparticle, or more generally speaking media effects, appear
to be as important as intraparticle effects for the interpretation of
light�matter interactions even in pure anatase nanomaterials.
Due to the relatively poor control of particle size and morphol-
ogy in crystalline oxide systems, materials with an average
primary particle size in the 5�10 nm range can possess two
heterosize contact structures with particles either above or below
5 and 12 nm. The first possibibility is rather important since this
would lead to a p�n union between any particles of a size below
or above 5 nm. Here the Sckottky barrier acts as a charge
accumulation center and allows long-lived charge carriers with
the potential to undergo chemical processes (Figure 19). Such
p�n contacts have been previously mentioned with respect to
other oxides such as ZnO,513 but further experimental evidence is
desirable. This type of complex interparticle contact that occurs
around 5 nm, together with the fact that in nanomaterials
nonradiative recombination is a multiparticle process that dom-
inates the charge carrier relaxation process, supports the view
that morphology variables such as size, shape, secondary particle
size and porosity play a key role in controlling light�matter
interactions. The second critical state is for sizes around 12 nm.
Here the importance is in relation to the effect of surface states

(as mentioned above). The heterocontact can potentially lead to
a low energy state for electrons located in the smallest particle.
Such an electronic state may display its own “separate” electron
dynamic behavior.

Finally from a fundamental point of view the medium is also
important in liquid reactions. This is due to the fact that, for both
semiconductors and metals, the charged particles produced after
light excitation display strong polarity-induced effects in the
Fermi level position through solvation effects produced by a
particular solvent. This effect needs to be considered in conjunc-
tion with the particle size effects in order to predict the chemical
behavior on light excitation.73,514

The combination of intraparticle and interparticle effects
discussed so far clearly emphasizes the fact that all the morpho-
logical variables concerning primary particle size and shape,
particle size distribution (or, in other words, polydispersity) as
well as secondary particle size and porosity are important in any
description of the photoactivity of TiO2 materials. Since com-
plete morphological information is essentially unavailable in any
reports published to date, it is not unexpected that the structure�
activity link for photoactive materials remains in question. For
example, the size-dependent contributions reported so far can be
classified into three different groups.

The first group includes works which report an optimum
primary size well below 10 nm. These are the gas phase photo-
oxidations of 1-butene,515 trichloroethylene,516 and toluene,517

as well as the liquid-phase hydrogenation of CH3CCH,
518 the

photooxidation of rhodamine B519 or the polymerization of a
trisacrylate ester.520 Although not fully explained, these studies
infer that a strong quantum size effect dominates the catalytic
properties. Two main factors are responsible: the first is the
change in the redox potential suffered by both charge carriers as
the band gap of the samples experiences a blue shift with
decreasing particle size. As previously discussed, however, there
is limited support of this theory for particle sizes above 3�4 nm.
The second factor concerns the existence of midgap states
associated with the surface charge-trapping centers. These have
either a positive or negative effect depending on numerous experi-
mental variables (as explained below). Both of these factors depend
on primary size but also on other morphological parameters.

The second group of reports supports a size-dependence with
amaximumof about 10�15 nm: the gas-phase photooxidation of
CHCl3,

521 or the liquid-phase of acetone,522 as well as the gas-
phase reduction of CO2,

523 are examples. Finally, the third group
consists of systems with photoactivity maxima well above a

Figure 19. Charge dynamics after light excitation as a result of a p�n
contact present in nano-TiO2 as an inherent effect of polydispersity.
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limiting size where quantum confinement effects can play a
role. The gas-phase photooxidation of trichloroethane524 and
hexane525 and the liquid-phase of 2-propanol,526 phenol,527

methylene blue528 and methylic orange,529 are illustrative exam-
ples. In all these cases, the authors claim that the dominant effect
of the recombination rate on the chemical reaction kinetics,
which presumably should increase as size decreases, is not
balanced by any of the positive effects coming from size
confinement in the nanometer range.

Apart from the morphological properties mentioned above
which affect photoactivity, one of the studies already described
gives evidence of the importance of surface hydroxylation. The
behaviors of two samples with rather similar morphological
properties are analyzed.522 A link between surface acid/base
and particle size has been recently published indicating that an
increase of acidity with decreasing size can be attributable to
bridging hydroyls.47 Another recent study also emphasizes the
role of acidity in regenerating the Ti surface sites after photo-
reaction as well as closing the catalytic cycle (enhancing activity
but with no effect on selectivity).530 Surface properties and
particularly, acid/base properties are thus important.

After sunlight excitation, three important factors for modified
TiO2-based materials compared to TiO2-alone nanomaterials
emerge. These factors add complexity to the already briefly
reviewed situation characteristic of TiO2 anatase-pure nanocata-
lysts. These concern visible light absorption and the correspond-
ing charge-carrier handling (trapping and recombination), as
well as surface modification. The first two factors are intimately
connected with the doping/defect distribution. Of particular
importance is the anion-derived defect distribution, whereas the
third factor relates mainly to the acid/base properties and to a
lesser extent to local properties of the surface active centers. The
influence of such a set of properties on composite and single
phase materials is therefore the main objective of the following
subsections.
6.1.1. Composite Systems. The structure�electronic rela-

tionship in composite materials containing anatase as one of the
components has already been described previously. Hence this
section will try to answer two main questions arising from the
structure�electronic effects specifically related to (i) UV vs
visible photon absorption and (ii) the corresponding de-excita-
tion processes. Following the scheme described in section 2,
we distinguish between three main composite systems, namely,
metal�anatase, oxide�anatase, and chalcogenide�anatase
materials.
For metal�anatase systems, it has been firmly established that

an electron transfer process occurs with UV light. This leads to
the excited electrons leaving anatase and being collected at the
metal phase. Upon light excitation, the metal Fermi level suffers a
displacement to more negative potentials and becomes closer to
the anatase conduction band, as schematically depicted in
Figure 20. A more negative Fermi level shift indicates an
improved charge separation and more reductive power of the
composite system.21,85,514 Alternatively a transfer of photons
from the metal to the semiconductor via radiative decay of the
surface plasmon states to excite semiconductor electrons could
be proposed.155 But this would not be a general phenomenon
under UV light. In any case, the electron transfer is presumed to
be a fast process which occurs in a few picoseconds, and depletes
geminate (radiative) recombination by as much as 50%.84

However, there is evidence that nongeminate trapped electrons
also suffer the same type of process.

Essentially, in the presence of a metal, it appears that geminate
recombination is diminished and displays shorter lifetimes (the
faster geminate recombination processes are less affected by
presence of the metal). In addition it appears that trapped
electrons are strongly affected by both anatase and metal particle
size. The corresponding electron transfer of previously trapped
charge carriers occurs typically in the nanosecond to microse-
cond region and seems to be disfavored by a decrease in the
anatase primary particle size. The importance of surface states as
the anatase particle size decreases and the potential effect on the
surface-related pseudo-Fermi leveling (this is different from that
of the nanocomposite) are invoked in order to interpret both the
microsecond charge carrier lifetime domain and the adverse
effects of nanometric anatase size.531,532 In fact, it is well-known
that photocatalytic reactions involving weak adsorbates (such as
phenol) may be rationalized using such particle size premises.
However, the presence of strong adsorbates and their concomi-
tant influence on surface states may exert a more dominant effect
in explaining photocatalytic performance than anatase particle
effects exclusively related to size.154,533 The metal particle size
would also be expected to tune the nanocomposite Fermi level;
the discrete electronic structure of the nanoparticles indicates
that the shift in the Fermi level would be expected to be larger as
the metal particle size decreases. It is, however, obvious that, in
addition to size, other (morphological) properties of the metal
distribution are also important if metal�metal electric interac-
tion (e.g., distance between particles below 1 nm) is allowed.
Hence, preparation variables are critical.21,85 In fact, the crucial
role of the Fermi level handling in charge recombination,
electron chemical potential and photocatalytic properties has
been demonstrated by using different metals.534 Finally it should
be mentioned that a pinning phenomenon may be present with
nano-TiO2 which limits charge transfer phenomena as well as any
size-dependence phenomenon/influence among phases.
After visible light excitation, light absorption also occurs but

through the metal surface plasmon resonance, as detailed in
section 2.2.1. The excited metal nanoparticles are relaxed to the
ground state within a sub-nanosecond domain. The electronic
gas thermalizes through electron�electron collisions and electron�
phonon coupling before being externally cooled by phonon�
phonon coupling. But metal to anatase electron density transfer
will also occur in ca. 50 ps with a yield (per photon absorbed) as
high as 10�50%.

Figure 20. Scheme representing main electronic events for a metal/
TiO2 nanocomposite system upon UV and visible light excitation.
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The effect of the anatase particle size has been addressed and
showed no effect in the injection. It does, however, apparently
influence recombination; it is faster as the anatase size decreases.
This is attributed to the back electron transfer from anatase to
gold process as well as the differences in electron diffusion within
the anatase nanoparticle.535 While this is not the general case
expected for the metal�semiconductor contact,120 it may be
rationalized in terms of the absence of anatase band-position
quantum size effects for sizes above 2�3 nm.
Effects of metal particle size and shape (and secondary particle

or aggregation state) are primarily observed in the plasmon
resonance energy. They can allow tuning of the absorption in the
visible light photon range. This is particularly of interest for
sunlight excitation in the 400�550 nm range because of the
subsequent useful chemical consequences.536�538 Recently, Ko-
walska et al.538 reported the action spectra for different Au�TiO2

systems with varying gold and TiO2 sizes for the isopropanol
oxidation reaction. They demonstrated that under plasmonic
excitation a direct relationship between the gold size with the
photocatalytic activity can be established. Thus, under visible
irradiation, the greater the gold particle size (e.g., broader particle
size distribution with larger mean and higher moments, particu-
larly the variance), the higher the efficiency exhibited due to the
larger number of photons absorbed. On the contrary, under UV
conditions, smaller gold particles clearly produce higher photo-
activities. Furthermore, the photocatalytic reaction rate strongly
depends on the properties such as particle size, surface area and
crystalline form of the titania. However, the TiO2 influence on
photoactivity only occurs through an effect on the morphological
and/or physicochemical features of the gold particles. Although
these results are an apparent contradiction of previous results by
Du et al.,535 they appear to agree with those of Robel et al. for
CdS QD sensitized TiO2.

115

Electron transfer from the (visible-light) excited metal particle
to anatase will activate oxygen at the oxide surface. This
potentially leads to radical species formation and/or the produc-
tion of electron-deficient metal particles capable of attacking
organic molecules (Figure 20). The positive charge produced at
the metal particle is most likely stabilized by interaction with the
anatase surface states.296,297 Such a general view, supported by
the previous discussion, has been recently challenged with
respect to certain details. Theoretical simulations of the plasmo-
nic effect suggest that a local metal�titania interaction, involving
surface localized gap states of the TiO2, could be responsible for
the photocatalytic activity enhancement using visible light. This
is in contrast to the accepted charge transfer phenomenon
involving the band states of the semiconductor.539 We have
already discussed (section 2.2.1) the presumed positive influence
that cooperative or antenna effects may have on light handling
and photoactivity. But at the moment current difficulties in
controlling nanointerfaces prohibit any further progress with
respect to real, high surface area materials. A statement consider-
ing future perspectives will be given in section 7.
From an applied point of view, upon sunlight excitation,

processes triggered by UV and visible light photons occur
simultaneously. A schematic representation of these charge
transfer processes after UV and visible light excitation is depicted
in Figure 20. The sunlight photon intensity distribution curve,
however, indicates that visible light photon phenomena may in
fact dominate when adequate metal-loaded photocatalysts are
used. It could, therefore, be that electron transfer processes from
metallic to titania phases are thus dominated. This of course

dismisses the “domino” effect of the carrier multiplication
process potentially occurring in anatase nanoparticles on UV
excitation. Within such limits, oxidation processes would, how-
ever, be expected to occur predominantly within the metallic
nanoparticles. On the other hand, reduction processes can occur
at both titania and/or metallic surfaces.21,22,507,540 Such an
explanation obviously requires the consideration of metallic
redox states, a likely event occurring at the metal�titania inter-
face as shown with the help of X-ray absorption techniques.541

There is also the practical problem related to corrosion and/or
dissolution of the metal by continuous use under some reaction
conditions, particularly in liquid phase reactions. But, as pre-
viously pointed out, this is typically mitigated by the use of
core�shell or three-component materials. On the other hand, it
should be remembered that Naya et al. recently reported a
wavelength-switchable function of the photocatalyst. The plas-
monic excitation of an Au�TiO2 system by visible light leads to
the selective oxidation of thiol to disulfide while UV light
irradiation leads to the reverse reduction reaction.542 From these
results it appears that the appropriate use of the light wavelength
for noble metal-supported systems opens up the possibility for “�a
la carte” selective oxidation and/or reduction reactions. Finally, it
should be mentioned that while we are discussing the contact
between metals, typically noble metals such as Cu, Ag, Pd, Pt, Ir
or Au, and titania there is also the possibility of photocatalytic
effects of other elements (Cr, Fe, etc.) which seem to display a
dominant ionic state at semiconductor surfaces which do not
always produce a positive effect on the photoactivity.291,543

More complex situations occur when the titania semiconduc-
tor displays an altered band gap energy because it also allows
visible light absorption by such phases. As previously mentioned,
useful titania modifications can drive light absorption up to
550 nm, and on sunlight excitation this therefore leads to the
opposite situation, namely, the dominance of charge carrier-
handling phenomena which occur principally at the semicon-
ductor instead of in the metallic phase. In this case, there are
some reports indicating that the presence of noble metals at
surfaces may not always lead to a favorable scenario with an
enhancement of the photoactivity.544 The metal state at the
interface also seems to be of some importance here, and the
stability of the oxidized states may favor activity.545 The metal�
oxide interface contact for anion-doped anatase materials has
been recently addressed using theoretical methods.546

In addition to the metal�anatase system, the oxide�anatase
system corresponds to another of the most broadly applied
composite materials in the field of photocatalysis. For sunlight
applications Cu2O/CuO and WO3 oxides are among the more
interesting, while Fe2O3 is also extensively used but typically with
visible light. These, together with the anatase�rutile system
where one or both of the components are doped, complete the
list of photocatalysts displaying stability and potential long-term
use. Figure 21 describes the main charge carrier interphase flow
expected for these nanocomposite materials on illumination.
Discussion will be limited to anatase nanoparticle contact for
particles greater than 5 nm and only for anatase�rutile systems
the contact with anatase particles smaller than 5 nm is consid-
ered. The electronic states for the single oxides have been
discussed previously in section 2.2.1 (Figure 7). The cartoon is
clearly an oversimplification of the real processes in that it ignores
pinning and other complex phenomena (e.g., multiple excitons
per photon production) which can occur. It should be noted that
our current understanding of this field is far from complete.
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Moreover, with the exception of the anatase�rutile nanocom-
posite system, basic research concerning charge creation and
annihilation on light excitation, as previously summarized for the
metal�anatase system, is essentially lacking in this field.
Probably, the best known anatase�rutile contact occurs with

the Degussa P25 materials. Here structural and electronic inter-
facial characteristics have been thoroughly analyzed.99,116�118,143

In P25, both anatase and rutile display large particle size (greater
than 15 nm) and would therefore be expected to display a
bulklike structural/electronic behavior. Small differences related
to the rather limited band bending at the interface would,
however, also be expected. However, the structural interface
effects detailed in section 2.1.1 and which described both the
absence of anion vacancies and the presence of localized states
ascribed to tetracoordinated Ti species may drastically influence
the interface electron flow between anatase and rutile as depicted
in Figure 21. Thus, for a bulk-type contact (e.g., particle size
above 15 nm), the electron flow depicted in this figure is the
opposite to the currently accepted convention, justified on bulk
band energy considerations.
In anatase�rutile systems, size effects concern exclusively the

anatase phase and delineate the two regions, below 5 and 15 nm,
respectively, where some differences with the bulk situation are
expected. Below 15 nm, since the band gap is essentially constant
and the existent punctual oxygen vacancies mostly (although not
exclusively; see section 2.2.2) generate Ti3+-type localized states,
a relatively limited alteration of the bulk situation would be
expected. However, the main difference is the surface vs bulk
nature of the localized states associated with the (anatase�rutile)
interface and the above-mentioned (both surface/interface and
bulk) defect distribution. This, as previously discussed for
unmodified TiO2, may affect the Fermi level and charge trap-
ping/recombination behavior as key differential properties. The
Fermi level could suffer an excursion to higher energies as the size

grows; the Fermi edge is roughly at 1.5 eV from the valence band
edge for 15 nm and 2.1 eV for 5 nm as depicted in Figure 21.
Below or around 5 nm the situation is somewhat different. Here
for thermodynamic reasons the raising of the Fermi level with
respect to the anatase component compared to the previous
situation would probably diminish the electron transfer from
rutile. In contrast, such electrons would have an enhanced
chemical potential due to the more negative energy values of
the corresponding electronic states. It should be remembered
that this is an oversimplification since the real structural/electro-
nic information for particle sizes below 4 nm is still rather limited.
As roughly represented in Figure 21 this could very well imply a
completely different defect nature and distribution. Concerning
modified materials for adequate handling of sunlight, potential
ways to produce efficient anatase�rutile sunlight-active systems
could involve either (i) the doping of the rutile phase with cations
allowing visible photon absorption, modification of the conduc-
tion band and promotion of electron transfer to anatase defect-
derived states or (ii) N,F-codoping of anatase. Again, this allows
visible light absorption, modification of the valence band and
promotion of hole transfer to rutile. A combination of these two
strategies has been explored recently.547

The bulk-type contact between anatase and Cu2O/CuO (e.g.,
the presence of CuO at the surface layers) has not been well-
studied, but the band energy leveling would be adequate for
enhancing charge separation only on UV illumination.276 Size,
however, drastically changes the situation. Around 10 nm, the
modification of the Cu2O band gap and the nanocomposite
Fermi level position provide an effective way to transfer visible-
light excited electrons from the copper oxide to anatase and
promote electron�hole separation.150,279�281 This should lead
to highly active sunlight-driven photocatalysts which, however,
to date have been minimally analyzed.548,549 Below 10 nm, the
band gap is expected to reach a value close to 3.0 eV which limits

Figure 21. Size dependence of the electronic structure of several oxide�oxide nanocomposite systems. Valence and conduction bands are represented
by the corresponding top and bottom edges, respectively. Blue/red arrows describe UV/visible light induced charge transfer processes.
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the absorption of visible light photons. One such case as
illustrated in Figure 21 would indicate the adequacy of the
Cu2O�TiO2 contact for UV excitation. It is worth noting that
holes at Cu2O can be used for pollutant attack or, what is less
likely due to kinetic constraints at room temperature, to oxidize
Cu2O to CuO in the presence of water (particularly for liquid-
phase reactions). Nevertheless, it appears that, irrespective of the
initial Cu2+/Cu+ state of the oxide, the Cu+ state is the stable one
under reaction conditions using sunlight.550 In a Cu2O material,
shape can also play an important role if this phase plays a catalytic
role. This is a result of the neutral/positive electrostatic nature of
the (100)/(111) faces and their subsequent effects on the
reactant molecules.551

The case of WO3 is another complex one as several poly-
morphs, such as the monoclinic P21/n and orthorhombic Pnma,
have been detected on contact with anatase.148,149 Considering a
band gap of ca. 2.7�2.8 eV, typically ascribable to the monoclinic
polymorph,276 Figure 21 indicates that the bulk contact between
anatase and WO3 allows energy and exciton transfer between
components but would be rather inefficient in promoting charge
separation for both UV and sunlight excitation. For WO3

particles below ca. 10 nm, the band modification of the solid
should allow efficient hole transfer from WO3 to anatase upon
light absorption. But theWO3 band gap energy is large enough to
severely limit visible photon absorption. The presence of gap
states may allow electron transfer from TiO2 to WO3 and
adequate charge separation. As depicted in Figure 21, using a
dashed line the thermodynamic reasons appear to favor the case
where WO3 particles are close to 10 nm. For particles well below
10 nm, WO3 is considered to be mainly amorphous and hence
the capability to absorb visible photons and handle charge
carriers to produce useful chemistry is essentially lost. Thus, in
the WO3�anatase system, a strong size effect is expected for
sunlight excitation and positive effects arising from interphase
charge transfer can only be envisaged in a narrow size domain
mainly governed by WO3 characteristics. Correlation with the
experimental result is, however, far from trivial. Both UV552,553

and visible554�556 light excitation produce positive effects on the
photocatalytic elimination of phenol and methylene blue for
samples where WO3 is mostly amorphous. In this case, the main
factor governing the photoactivity enhancement appears to be
related to an optimum acidity. This is obtained with a tungsten
content of around 4 wt % for all cases. Samples either above or
below this point present lower photoactivities. WO3 is therefore
a case where surface properties, particularly acidity, most likely
rule or at least constitute one of the important factors controlling
the photocatalytic activity enhancement. A full analysis of surface
vs electron�hole recombination as a function of the particle size
remains, however, part of future studies.
Contact with bulk alpha Fe2O3 lacks adequate electronic

characteristics to efficiently separate the charge carrier for visible
light excitation. The only positive effect might be derived from
UV-excited electrons on anatase which may be efficiently trans-
ferred to the Fe2O3 phase. Apparently, some changes can be
expected when contact among nanometer oxides occurs with a
Fe2O3 material having a primary particle size greater than
3�4 nm. As Figure 21 illustrates, visible photon-excited electrons
can be transferred to the anatase phase with the adequate defect
derived density of states. However, systematic studies of the
anatase�hematite contact as a function of the particle size are
missing from the literature in the context of its use for light
excitation. Only a few reports analyze this nanocomposite system

for visible557 or UV/visible558,559 light excitation. The latter
studies indicate that defect-rich nanosized FeOx patches/clus-
ters in fact transfer visible-light-excited electrons to the anatase
phase. This is schematically depicted in the central panel of
Figure 21 (anatase�Fe2O3 column). This indicates that charge
transfer is strongly affected by defect-derived states and limits
the utility of models exclusively based on band structure energy
analysis. The corollary is that although Figure 21 illustrates the
present knowledge of oxide�oxide contact, clear deficiencies
are expected to explain light handling phenomena though
interfaces.
Other oxides such as CeO2

560 or Bi2O3
121,128 are useful in the

context of their interaction with titania. The latter is particularly
well suited as valence/conduction relative band positions should
promote (visible-photon generated) electron transfer from
Bi2O3 to anatase and (UV-photon generated) hole transfer from
anatase to Bi2O3. However, only Bi-containing oxychloride
phases display stability under photoelimination conditions.381,382

The use of FeTiO3 as a material closely related to Fe2O3 can be
also mentioned as it should allow visible-photon excited hole
transfer to anatase.125 Other complex oxides such as LaVO4 or Bi
oxyhalides are also very useful in this context. This is because,
similar to Bi2O3, they lead to an efficient electron�hole charge
separation on sunlight-excitation.127,129

Finally another composite system which has been carefully
investigated concerns chacogenide�anatase. CdSe, CdS, PbS,
PdS, and PbSe are among the most used chalcogenides which,
however, lack stability in specific environments due to anodic
photocorrosion by holes and the subsequent release of cations
into the media.21,22,115,120,561,562 To limit this problem, core
(chalcogenide)�shell (anatase)563 architectures or structures
maximizing interaction between phases (like anatase nanosheets
supporting CdS nanoparticles)564 have been synthesized. Amore
satisfactory solution is found for a three-component anatase and
Au/CdS core�shell contact. This system protects the chalco-
genide from photocorrosion by a constant electron supply
through the metal phase which minimizes hole attack.139,565

Alternatively, polymer�MSx nanocomposites can effectively
drain holes produced at the chalcogenide.140 Figure 7 displays
the typical band gap behavior vs size for several chalcogenides
(CdSe, PbS) and indicates the potential and tunability of these
systems to absorb/handle visible light.21,22,114,115 Under visible
light, the anatase�chalcogenide charge separation works by the
initial absorption of visible photons by the chalcogenide; elec-
trons generated can be transferred to the anatase phase for
chalcogenide sizes above 2 nm. Here the gap approaches the UV
region.21,22,115,120,566 Moreover, the detailed analysis of Kamat
and co-workers showed that the driving force of the electron
transfer is, as expected, the energy difference between the
conduction band energies of the two phases involved. This
means that by decreasing the particle size of the chalcogenide
the transfer is strongly favored. Differences of 3 orders of
magnitude in going from 8 to 3�2.5 nm particles are
displayed.120,566 In liquid-phase reactions, modulation of the
TiO2 conduction band-edge can be reached by tuning the pH.
This produces changes in the electron transfer of about 1 order of
magnitude.567 Charge recombination shows an expected strong
dependence on light intensity, with charge transfer between
phases favored with a light intensity below the one correspond-
ing, roughly, to 1 photon per particle.561 Under such conditions,
an optimum charge separation coverage of the TiO2 surface
typically requires a relatively low content of the chalcogenide.568
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For other cases this does not appear to be the key to controlling
activity.
6.1.2. Single Phase Anatase Systems.As has been detailed

previously, when considering single-phase doped materials there
are threemain relevant factors that alter the behavior with respect
to nano-TiO2. The importance of the first of these is often
dismissed and concerns the surface effects which in turn are
related to the adsorption of pollutants as well as the thermo-
dynamics and kinetics of the reaction. Changes with respect to
pure anatase-TiO2 reference systems with similar morphological
properties (primary particle size or shape and porosity) can be
based either on the introduction of new species such as, for
example, strong MdO bonds originating in alien species like Mo
or W19 or in acidity/basicity variations.530 Important surface-
related reaction rate effects on the photocatalytic activity of Zr, W,
Mo-containing anatase materials have already been mentio-
ned.152,291 The other two factors are intimately related to the
electronic effects generated by the presence of doping species,
and these take into account the change in light absorption as well
as the charge carrier fate/properties. The relative importance of
electronic vs surface chemistry effects can be roughly estimated
using UV vs visible light excitation, and these exhibit the
corresponding enhancement factors with respect to an adequate
anatase single-phase sample. Surface “chemical” effects should be
roughly independent of the photon energy.
In earlier sections we separated the cases for low and high

doping levels since the electronic effects depend primarily on the
localized/delocalized nature of the doping-induced states. It
should be noted that strictly speaking localized levels can be
present at low doping levels while delocalized ones can be
present for both levels. Delocalized, electronic defect-derived
density of states at low doping levels can occur when a strong
overlap takes place between the original solid (anatase) bands
and the impurity-derived density. Of course, the strong mixing of
“partial” electronic densities means that, according to quantum
chemistry rules, no strict correspondence exists between the
doping plus anatase “isolated/initial” electronic densities and the
total electronic density of the solid. The isolation of the
component electronic wave functions in the “final”, multicom-
ponent system is only possible in an ionic bonding situation. This
requires, for example, an absence of covalent contribution to the
cation�anion bond.
Since doping strongly promotes disorder in the anatase

nanoparticles, any having a primary particle size below 5 nm
can be considered essentially as disordered materials just like the
original, pure TiO2 nanoparticles of such sizes that already have a
strong degree of disorder. This means that the zone below 5 nm
is even more complex to explore in doped-TiO2 materials than in
pure, nano-TiO2 ones. For this reason, the discussion will be
limited to sizes above the cutoff limit. Our focus will be on the nm
range between ca. 5 (strong amorphization below this point is
expected) and 12�15 (bulklike behavior above such point). It
should be remembered that anatase particles with sizes around 7
or 10�12 nm should lead to “heterogeneous” physicochemical
properties. This is explained by the typical variance of the particle
size distribution which implies the presence of a certain fraction
of entities either above or below the two cutoff (5/15 nm) limits.
As has just been explained for unmodified TiO2, real oxides
therefore bring about a complex scenario for the interpretation of
the experimental observables.
6.1.2.1. Low Doping Levels. As discussed in previous sections

such as section 2 of this review, typical cations can lead to two

well-differentiated situations. The first is characterized by the
presence of localized gap states derived from the cation and/or
the charge neutrality states. On the contrary, other cations
are able to interact with the anatase valence or, more frequently,
the conduction bands. It must be emphasized that apart from
the cation states it is rather important to consider whether charge
neutrality leads to cation or anion vacancies. In addition, the
nature of the gap states, either localized or band-type, must also
be considered.
Within this simple structural framework light absorption can

be interpreted. Size and, more generally speaking, morphology
effects have been described for both cation and anion stoichi-
ometry defect situations in section 2. Some general structure�
electronic links and consequences as a result of light absorption
were described for nanosized materials.19,110,111,113,165,169,170,172

To summarize, for all cation low content doping cases and
assuming primary particle sizes above 5 nm, size effects should
mostly be related to charge handling and would be essentially
minor for light absorption. This is true for example for a constant
band gap if we assume the same behavior as observed for the bare
anatase oxide. Gap states and polydispersities in the 5�15 nm
range would, however, play a different role for specific cation-
doped materials than that driven by the size-dependence de-
scribed in Figure 7 for pure, nano-TiO2. A reasonable parallel
with bare TiO2 material (a situation explored at the beginning of
section 6.1) is only applicable to systems where it is implied that
anion vacancies exist as stoichiometry defects. The case of V
(isovalent with Ti) can be highlighted as an example of a system
which leads to band gap modification by doping where anion-
defects are generated exclusively by size. The representative
example of Cr is a case of a multiple oxidation cation (as occurs
also with Co andMn) which leads to anion vacancies. No general
trend concerning the band gap modification of anatase has been
discussed for these cases. Another possibility such as the presence
of cation stoichiometry defects on anatase would result in a
relatively simple situation due to the high uniformity expected at
both local and long-range order(s). In such cases, there is little
evidence of the presence of localized gap states (as would be
expected if structural heterogeneity such as is found in Fe
appears). It appears that a modification of the gap is encountered
in most cases such as for Mo and W, and possibly also in well-
ordered Fe. Hence, this is responsible for the corresponding light
absorption modifications.
Charge handling aspects are the next to be considered. As

initially discussed by Bahnemann et al.,569 we must consider that
the localized gap states with respect to bulk species are essentially
recombination centers. Their presence at the surface can be
either beneficial or detrimental depending on two main factors.
The first is the relative energy with respect to the anatase bands.
As addressed in Irie et al.’s work, for ions grafted at the anatase
surface, localized states lying below, but close to, the anatase
conduction band are capable of trapping excited electrons and
active oxygen as a result of visible light excitation.326,570 The
second relates, obviously, to the nature of the reaction. Whereas
efficient electron capture is required for the elimination of
pollutants (mostly produced by a hole-related species attack),
it may prove detrimental if a reduction reaction (CO2) needs to
be performed. On the other hand, “nonlocalized” band-type
states located at the gap may allow two-photon processes but, as
mentioned previously, there is, to our knowledge, no single
experiment in the literature concerning high-surface anatase
materials which describes this situation. As stated earlier, another
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situation which also needs to be analyzed is the result of cations
leading to a merging of alien electronic states with adequate
anatase (mostly conduction band) states. In such cases, a
narrowing of the gap is expected for relatively low concentrations
(possibly above 2�3 atom % but definitely around 5 atom %).
With respect to charge handling, size and morphology effects are
numerous. However, in the early part of section 6.1, we outlined
the general framework in which their influence in de-excitation or
relaxation channels can be described for unmodified anatase. As
discussed below, only rather limited information is available for
cation-doped materials.
Experimental measurement of charge carrier lifetimes is

usually focused on UV-excited low-doped anatase nanomaterials.
But as a starting point, it is possible to distinguish between those
systems having either surface or bulk species. In all cases it
appears, however, that the only charge carriers with a direct
involvement in the chemistry of the system are those with
lifetimes near or above a microsecond; this was originally
proposed for pure anatase96,97 but has also been claimed for
doped samples.571,572 We can thus speculate that doping species
can have an influence on different temporal regions of the charge
carrier recombination phenomenon with subsequent influence
on the chemistry, or not, as the case may be. An increase in the
charge carrier lifetime in the microsecond region has been
experimentally observed for cases where Sm and Gd572 are
surface species, and for Fe573 and Cr/Sb253 as (co)doped bulk
species. Positive effects on time scales longer than a microsecond
were also reported by Gratzel et al. for Fe3+ and V4+.574 Negative
effects on surface species have been observed for Cr and Mo by
Wilke et al.,162 Co, Cr, Cu, Fe, Mo Mo, V and W by Palmisano
and co-workers,291,575 and in the case of V, Fe, Cu, Zr and W
bulk-doped species by Nagavendy et al.169 So, even for cases
where the doping ion at low content is the same and the
structural situation is relatively well-defined (at least in terns of
presence either at the surface or the bulk), very different results
are experimentally observed. This is closely connected with the
fact that after light absorption there are a multitude of relaxation
channels and the fact that they depend to a great extent on the
intra- and interparticle morphological properties. As discussed
earlier for pure nano-TiO2 (section 6.1), nonradiative recombi-
nation appears to be the main de-excitation channel for anatase-
based nanosystems. This process seems to be connected with a
significant number of morphological properties of the solid
including porosity and secondary particle size.
In spite of these problems, we can detail the case of Fe as the

most studied doping cation. As a general rule, positive effects on
the photoactivity at very low loadings, below 0.5�1 atom %, are
typically observed. This can be justified, as mentioned earlier, on
the basis of the potential of this species to capture both electrons
and holes, thus playing a direct, positive role on recombination
rates. This particular case is highlighted here since it is the only
one where some systemic studies can be found which address the
optimum content of Fe vs particle size. Although these are, of
course, for UV excitation, they can be roughly applied to visible
light and sunlight as far as the size effects on the main charge
carrier recombination events are concerned. Figure 22 sum-
marizes the results for the optimum Fe doping content as a
function of particle size.109,317,318,576�580 Although to describe
the system morphology using the particle size is, as explained
earlier, only a rough approximation, we can still see that in a
number of cases there is a trend to lower optimum concentra-
tions as the primary particle size increases. Since no differential

effect of (the nature of) anion vacancies as a function of size is
expected in the Fe�TiO2 system, and assuming a similar local
order in all systems, we clearly see the effect of the mean free path
of the charge carriers on the optimal Fe concentration. There-
fore, an exponential decay due to the effect of the mean free path
on recombination rate up to ca. the 15 nm size can be envisaged.
Here, as has been previously stated, the influence of size on the
electronic properties becomes negligible. Experimental data are,
however, not always in agreement with this trend, and some
examples of conflicting reports are included in Figure 22. The
presence of two different trends may be grounded in differences
in local structural properties since it is well-known that Fe can
produce a variety of structural situations. As stated previously,
the presence of Fe�O�Fe contacts and the heterogeneous
distribution of Fe with increasing concentration at the surface
are typical of “heterogeneous” samples even at rather low content
(>0.5 atom %).
It should be mentioned that Fe�TiO2 is a prototypical system

where the presence of a variable surface chemistry has been well
established. This can be considered in terms of surface concen-
tration and local (acid/base and OH-related) properties which
arise as a function of the preparation method.317,580 Also, the
presence of Fe in the liquid medium though lixiviation is well-
known. Once extracted from the solid, readsorption/desorption
surface Fe species are observed in numerous aqueous reactions
(mainly in the presence of carboxylic acids). These could very
well add a non-negligible “homogeneous” contribution to the
activity.301,302,581 Finally, and again depending on the prepara-
tion method, it is not uncommon that Fe doping ends up at an
Fe/TiO2:TiO2 composite heterojunction, with subsequent in-
fluence on the photoactivity.582 All such phenomena must be
jointly considered when interpreting the activity, as well as the
morphology dependence of the activity, for Fe-doped TiO2

samples.
In the case of low-dopant loading, visible light absorption

occurs differently in anion-doped materials. As discussed pre-
viously, only in theN/F case and a few synthetic methods for N is
there some experimental evidence of high doping levels for
anatase networks. In the case of S, it could be borderline between
high and low doping levels, although, since electronic effects
appear not to be localized, this particular case will not be
discussed now. The remaining cases are characteristic of low

Figure 22. Optimal Fe3+ concentration (atom %) in nano-TiO2 as a
function of particle size under UV irradiation. Numbers refer to original
data publications or the Degussa P25 material data sheet.
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doping levels and should, as a general rule, generate localized
states. The most analyzed system is N-TiO2. Here it has already
been mentioned that there is prevalence of impurity-derived
states near the valence band. Their coalescence (or not as the
case may be) with the valence band has also been previously
addressed. But it is pertinent to mention the presence of,
generally speaking, three types of localized states around
0�0.2, 0.5�0.6 and 0.8�1.0 eV above the valence band. The
nature of these states has been discussed in section 2, and these states
together with those states observed near the conduction band were
schematically depicted in Figure 7.6,75,193,194,198,200,201,203,508,583,584

Majima’s group carried out the majority of the experiments
concerning charge carrier behavior in N-doped anatase
materials.100,585 They suggested that hole attack to most of the
pollutants can be thermodynamically inhibited and only electron-
derived O2

�, 1O2 and (subsequent)
•OH radicals can lead to the

degradation of the organic molecules. It appears that UV light can
give rise to all these radicals while visible light can only produce
the 1O2 radical. We also recall here, as described in previous
sections, the importance of surface species (more precisely surface
sensitization) on visible-light induced photoactivity for N and/or
C-contaning systems.251,252,586

A relatively similar case occurs with I-TiO2 nanomaterials.
However, these materials display localized states near both the
conduction and valence bands of anatase.235�238 In fact, as
mentioned earlier, the presence of two local environments
(A�Ti�A vs A�Ti�O or A�O�A vs A�O�Ti) or two,
separate (localized) densities of states for doping and charge
neutrality species is possible. This could be frequently the case in
anion-doping systems (at least with respect to cation-doping
ones) and may lead, as in the I-TiO2 system, to localized states
near both the conduction and valence bands of the anatase. In
spite of the different electronic situations with respect to N-TiO2,
the hole attack at the pollutant molecules again seems inhibited
for thermodynamic reasons and only the oxygen path appears
available.237 The limited availability of holes to produce the
desired chemistry using visible light seems, in any case, a
universal constant for all N, I, and C low-level doped anatase
materials.100,237,585,587

6.1.2.2. High Doping Levels. The presence of some impurity-
derived density of states mergedmostly with conduction bands at
“low doping levels” as well as the bandlike structure of all states
expected for cation loadings around or above ca. 5 atom%will be
treated in more detail here. In the case of “low doping levels”,
although these are known to lie well below 5 atom %, their cutoff
levels are poorly established. Probably they lie somewhere
around above 2�3 atom %. The first case may be typical of V
if it is present at the bulk, i.e. in the V4+ state.174 As previously
mentioned, most successful approaches to generating high
photoactivity for highly loaded materials appear to be connected
to cations such as W, Mo. Although currently less well-defined in
the literature, Nd and Ce can merge with the anatase bands
(conduction band), and drive toward an adequate red shift of the
band gap. Simultaneously, they can present high structural order
and the absence of local ordering effects. Ca, Zr and Sn (Sn4+)
generate a blue instead of a red shift probably as a consequence of
amorphization and Ce can additionally present several poorly
crystallized phases together with anatase. The red shift of the
anatase band gap has been measured as a function of the
heteroatom content, and Figure 10 summarizes the published
information. Differential effects with nano-TiO2 can be minimal
with respect to charge carrier handling and recombination. This

appears to be because these metals (in the high doping region)
are expected to omit participation in trapping processes since
their electronic d-states are delocalized in the conduction band.
Although, to the best of our knowledge, there is no experimental
information available about charge carrier dynamics for these
high doping level systems, apparently, there is a correlation
between the presence of local heteroatom ordered structures
(M�O�M) and a potential increase in the recombination
process. In some cases, therefore, local middle-order range-
favoring homocation bonding situations would be expected to
drive the creation of localized gap states. Such local structures
appear to occur in varying quantities or with different probabil-
ities, with the increasing heteroatom content for all the doping
cations mentioned above. However, they appear inherent to
systems such as Nb, which also display high solubility limits.19

The large band gap decrease together with the limited potential
influence on recombination can explain the high photoactivity
observed for some cation-doped systems (Mo, Nd or W) after
sunlight excitation.
With respect to anion-doped materials, the high doping level

region has more or less been dismissed from the interpretational
analysis of the charge carrier dynamics. It is only in the case of
S-doped nanomaterials that there appears to be some informa-
tion available.587,224 S-doping alters the valence band through an
important O 2sp�S 3s orbital mixing. This occurs independently
of the anion loading. We are thus considering a system where the
valence band is modified, and, at least from a theoretical
perspective, a red shift of up to 1 eV can be obtained.327 This
should allow efficient use of the visible part of the sunlight
spectrum, but, again, the inability of holes to oxidize organic
species is observed. It should be noted that S may play a major
role as a surface sensitizer in visible-excited systems.224 If this is
generally the case, then the electronic effects on band gap would
consequently play a minor role.

6.2. AxByOz and Nonoxidic Photocatalysts
Any improvement in the photocatalytic activity as a result of

visible absorption may involve both structural and electronic
aspects. As previously described, the photoactivity of these
AxByOz materials is essentially not related to their surface area
values. This is clearly in contrast to oxide-based, particularly
titania, photocatalysis. In a recent review Zang et al. analyzed
the effects of micro and nano structuration of Bi2WO6 photo-
catalysts.588 As widely discussed in early sections, Bi2WO6

superstructures including flower/sphere-like, nest/tire/helix-like
and nanocage assemblies are constructed by nanosubstructures.
As summarized in the above-mentioned review, such diversity of
shapes clearly affects the final photocatalytic behavior.588

A further analysis of the efficiency values obtained, for
example, for materials useful in the water splitting reaction
(section 4) was recently reported in a comprehensive review
article.415 Values in the range from nearly 0 to ca. 95% were
reported. This fact together with the existence of rather high
quantum efficiencies or even marked differences for the same
material (for a reaction where morphological parameters are
expected to weakly affect photoactivity) means it is worth
presenting some general considerations. First, as is well-known,
some physical phenomena such as photon scattering and non-
radiative and geminate-radiative recombination processes must
affect the quantum yield values since they diminish the number of
chemically efficient absorbed photons. As discussed above for
anatase, which is the most intensively studied material, the
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geminate recombination process dominates radiative recombi-
nation for nanosize materials by about 90%.106 As detailed in
section 2, the dominance of nonradiative and geminate de-
excitation processes in nanosized materials can be generalized
based on the fact that anatase is one of the best systems
performing light to chemical energy conversion. Consequently
any apparent quantum yield values higher than 20�30% might
reasonably be questioned. It can be safely concluded, therefore,
that the correct settlement of either the overall or the apparent
quantum yield in order to allow comparative analysis of the
different results reported turns out to be crucial. Clearly this still
needs to be addressed. While it appears that morphology effects
could be of limited influence in justifying the broad range of
quantum efficiencies reported, it is also possible that the differ-
ences reported for the same material may in fact have physical
grounds in specific cases. These could account for the defect
distribution in nanometer solids. Generally speaking, and as
previously pointed out, for sunlight-operated photocatalysts,
there are several common approaches for the development of
visible light active photocatalysts that need to be considered: ion
doping, synthesizing new compounds through substitutional
doping or the formation of solid solutions.

In order to achieve these it is necessary to classify the chemical
elements for the development of visible light handling materials
into four groups.329

(i) Chemical elements participating in the crystalline and
electronic structure of a single phase: metal cations
exhibiting d0 or d10 electronic configuration (Ti4+, V5+,
Nb5+, Ta5+, Mo6+, W6+, . . .). Such materials present a
conduction band composed of d or hybridized sp orbitals.
Meanwhile the valence band is mainly formed by an O 2p
orbital in the case of oxidic catalysts. In other cases, using
Se, S or N instead of O could lead to selenide, sulfide or
nitride-based catalysts.

(ii) Elements that participate in the crystal structure but not in
the energy level construction. For example, they merge
with the pre-existing band structure in relatively nonim-
portant energy regions: these sets of elements normally
affect the crystalline structure by stabilizing certain crys-
talline phases. For example, Y3+ and La3+ are widely used
for the stabilization of crystalline structures during sinter-
ing. This leads to higher crystallinity and smaller crystal
size.589

(iii) Ions forming impurity gap levels as dopants.
(iv) Elements acting as cocatalysts.
Taking these into consideration, a huge number of materials

have been recently proposed that exhibit interesting visible light
photoactivity as a result of tailoring the visible light absorption
power. Within this context and as has been shown before,
bismuth-based materials constitute a good alternative for visible
photocatalysis. The hybridization of the Bi 6s orbital with the
O 2p leads to a higher position of the valence band top-end.
However the individual structure clearly affects the configuration
of the bands. Hence, different crystalline structures result in a
different participation of the Bi orbital in the valence band and
this subsequently leads to different band gap values. As men-
tioned above, BiVO4mainly exists in three crystalline phases with
the monoclinic structure being the more photoactive. Its differ-
ent photoactivity can be explained by considering the electronic
aspects. It has been reported that the tetragonal and monoclinic
structures present a significant band gap variation. This is due to
an unequal participation of the Bi 6s orbital in the valence band.

In the meantime, for the tetragonal BiVO4, which is a UV-
absorber, the top of the valence band is composed of only the O
2p orbital. In the case of the monoclinic form, the Bi 6s and O 2p
orbitals hybridize and contribute to the valence band.590

The same Bi 6s + O 2p hybridization and the subsequent band
gap narrowing can be observed in other Bi-based materials such
as CaBi2O4, Bi2WO6 and Bi2MoO6.

Another band gap tailoring approach might be achieved by
modifying the conduction band. In this case, the contraction of
the band gap would be completed by lowering the bottom of the
conduction band. This is the scenario for NaBiO3 where the
bottom of the conduction band is created by mixing the Na 3s
and O 2p orbitals. This band tailoring leads to the visible activity
of this material. Thus, sodium bismuthate has exhibited good
performance in the photooxidation of 2-propanol in the gas
phase at λ g 460 nm as well as for methylene blue (MB)
bleaching in the liquid phase at λ > 400 nm.334 Other authors
report the photodegradation of acetaldehyde using NaBiO3 that
reaches about 80% and a full degradation of methylene blue within
one hour using λ g 440 nm and λ g 420 nm, respectively.335

Another example of conduction band modeling is the complex
hybridization found in In12NiCr2Ti10O42. Here, the conduction
band is composed of the mixed Ti 3d + In 5s + Cr 2d and Ni 3d
orbitals.591 Conduction band engineering would also be affected
by the electronegative character of the cation participating in the
orbital mixing.348,412 Thus, the more electronegative the cation,
the lower the location of the conduction band and therefore the
lower the band gap values.

Using synchrotron diffraction data in combination with DFT
calculations, it is reported that, in Sm2Ti2S2O5 oxysulfides, the
overlap of the O 2p and Ti 3d orbitals is responsible for the
covalent bonds between the T and O atoms. In addition, the
presence of S 3p orbitals overlapping with the O 2p and Ti 3d
states results in the dispersion of the valence band. This complex
orbital mixing leads to the elevation of the valence band making
the visible light response possible.592 In this context, remarkable
quantum efficiencies in the range 9.6�19.8% at 420 nm were
achieved for CuS(y)�ZnxCd1�xS (where 0.3e xe 0.8, 0%e ye
15.8%) photocatalysts without noble metals for H2 production.

593

In addition to the band tailoring which affects the absorption
process, and which is described above, the other key property
that is influenced by the nature of the orbital hybridization and
band configuration is the mobility of the photogenerated carriers.
The existence of efficient charge transport routes that connect
the bulk with the surface of the material constitute the ultimate
key requirement for a successful photocatalytic process.

In the case of CaBi2O4, the hybridization of the Bi 6s and O 2p
levels renders the valence band largely dispersed. This favors the
mobility of the photoholes in the band which subsequently
enhances the oxidation reaction.594 Similarly, the photoactivity
of the d10 metal oxides and nitrides has been associated with the
fact that the conduction bands of hybridized sp orbitals are
associated with broad dispersions that are able to generate
photoexcited electrons with enhanced mobility. On the contrary,
BaTi4O9, which has a band gap of 2.84 eV, shows an extremely
small mixing of the Ti 3d with the O 2p orbital.595 Thus, the
degree of hybridization in the valence and conduction bands was
found to be negligible. The resulting dispersion is quite small for
the BaTi4O9 conduction band. This significant effect can be
clearly observed for the photocatalysts Zn3V2O8 and Mg3V2O8.
The hybridization of the Zn 3d and O 2p orbitals in Zn3V2O8

does not alter the valence band and does not produce any change
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in the band gap value. Nevertheless, the fact that a pd hybridiza-
tion exists between the Zn 3d and O 2p orbitals favors the
mobility of photoinduced holes for Zn3V2O8 compared to the
situation for Mg3V2O8. Here the valence band is mainly com-
posed of the more localized O 2p orbital. The result, therefore, is
that Zn3V2O8 shows a notably improved photoactivity with
respect to Mg3V2O8 for O2 evolution, even though the latter
showed a stronger absorption of visible light than the former.596

This indicates that the mobility of the photoexcited electrons is
low. These facts indicate that structural effects must play an
important role in photocatalysis.597 Likewise, in the case of
BaTi4O9, the existence of distorted TiO6 octahedra is believed
to be the principal reason for the improved electron�hole
separation due to the dipole moment that is generated.

The cases described above should prove useful references
when considering newmaterials that could trigger visible absorp-
tion by means of engineered orbital mixing. An additional way to
achieve visible light photoactivity is through the use of solid
solution systems such as the well-known GaN�ZnO system.443,598

The solid solution (Ga1�xZnx)(N1�xOx) exhibits hybridization
of the Zn 3d and N 2p orbitals at the upper end of the valence
band.599 On the other hand, the bottom of the conduction band
is formed by the 4s4p hybridized orbital of Ga. The interpretation
of the visible absorption for these systems has been extensively
discussed using different theoretical models that consider both
stoichiometric and nonstoichiometric situations.600�603 In the
first instance, the origin of the visible light absorption was
explained by the band gap narrowing due to p�d repulsion
between the Zn 3d andN 2p electrons in the upper valence band.
However, recent studies combining photoluminescence spec-
troscopy and theoretical DFT analysis of the electronic structure
of GaN-rich (Ga1�xZnx)(N1�xOx) materials described in more
depth the electronic configuration of GaN�ZnO solid solutions.604

The authors discussed the origin of the visible light absorption on
the basis of (i) the O donor level formed at the bottom of the
conduction band, (ii) the broad Zn acceptor level at the top of
the valence band and (iii) the midgap deep Ga vacancy levels
present in the solid solution.

In addition, the modification of this particular oxynitride
material with Rh2�xCrxO3 as a cocatalyst and using a silver
nitrate as a sacrificial electron acceptor increased the quantum
efficiency to 5% at 420�440 nm.447 This illustrates that the
judicious choice of a cocatalyst can play a positive role arising
from the chemical (reaction center) and/or the charge handling
(electron) effects (as described in section 4).

7. SUNLIGHT-BASED PHOTOCATALYSIS: CURRENT
AND FUTURE PERSPECTIVES

This section is intended to provide an overview of the main
systems and ideas already analyzed throughout the review but in
addition it will detail future perspectives based on systems/ideas
currently being explored, even if in a rather limited extension.
This information has not been previously presented in this
contribution since it is still clearly evolving. But since it cor-
responds to exciting, new perspectives with enormous potential
to become relevant research directions of the future, it deserves
to be mentioned here.

To simplify the discussion, we will first review current efforts
aiming at developing new materials and in a second subsection,
the new ideas concomitantly generated. In the first section we will
identify whether the materials being discussed correspond either

to (i) current well-known technologies, (ii) those that have
undergone limited exploration or (iii) novel future alternatives.
Again we stress the fact that, although the emphasis here is on
sunlight-excited photosystems, when required the importance of
both UV and the visible excitation spectrum on catalyst perfor-
mance will be presented separately.

The second section will summarize the main ideas for future
developments extracted from an analysis of the capabilities of the
different materials. The overall analysis of the basic ideas
sustaining photoactivity is intended to summarize the key
information presented throughout this review. The final section
will start with a summary of morphology effects on photoactivity.
Subsequently, there will be a brief overview of the importance of
(i) complex structures as well as (ii) some advanced applications
based on remote, dark and other capabilities that some specific
materials might have on the future of the field.

7.1. The Quest for New Materials
7.1.1. Single-Phase Materials. 7.1.1.1. Current Systems.

Among the “simple” or single-phase materials currently being
explored, those systems resulting in successful applications for
sunlight use mostly correspond to doped and/or nanoforms of
several semiconductors. Among these TiO2 and GaN are men-
tioned as prototypical examples related, respectively, to photo-
catalytic elimination and the partial oxidation of pollutants/
molecules and water splitting. The doping of such phases is the
current key technology to producing nanomaterials with adequate
electronic characteristics for sunlight operation applications.
Semiconductor doping can lead to localized or bandlike

electronic states dependent on a range of physicochemical
variables. Among these the key ones are doping percentage
and structural distribution (both local and long ranges) and
bonding characteristics. More precisely, the covalent or ionic
nature of the host lattice which, in a simple approximation,
commands the mixing degree between the Ti/Ga and O/N
electronic states is critical. We stress that by the doping distribu-
tion we consider both the doping agent and the corresponding
charge neutrality defect since their electronic effects cannot be
considered separately. This is because typically they are at
interacting distances of less than 5 Å� and, thus, their electronic
states are mutually related in the majority of the cases. This has
been shown to be the case, for example, for the cation170 and
anion584 doping of anatase. The charge handling consequences
of localized vs band-type states are obvious. These are based
mainly on the fact that localized states have an increased like-
lihood of being recombination centers if located at bulk
positions.
Starting with anatase-TiO2, section 2 considered the fact that

doping can lead to localized/band-type electronic states for
doping quantities below/above ca. 5 atom % respectively. Any
doping of the anatase structure must avoid, as a general rule, the
creation of oxygen bulk vacancies if optimization of the photo-
activity for sunlight is desired. This arises from the fact that
oxygen-defect distribution is always spread over a large energy
range (around 1 eV). Hence even for a large number of defects,
the presence of some localized, bulk-type electronic states
strongly affecting charge recombination is assured.67 On the
other hand, oxygen vacancies leading to band-type gap states as
well as those (anionic/cationic) defect states located at the
surface can lead to the creation of valuable systems as dis-
cussed in sections 2 and 6. In spite of this, the combination of two
simple rules, namely, (i) the absence of oxygen-related bulk,
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localized-type defects and the presence of defect-related electro-
nic states merged with anatase bands, together with (ii) a high
degree of local/long-range structural homogeneity (which allows
real control of the doping process and minimize energy disper-
sion of electronic states and potential presence of localized gap
states), should then drive to the adequate modification of the
anatase electronic structure with minimal perturbation of other
physicochemical characteristics, particularly those related to
charge mobility.
Only substitutional cation doping with specific metals such as

Mo and W can lead to anatase systems having optimum and
general photodegradation and/or photosynthesis behavior sui-
table for sunlight. These metals fulfill the necessary requirements
of no oxygen bulk, localized-type vacancies, long anatase and
strict �M�O�Ti� local orders as well as the modification and
tuning of the anatase band structure within a significant range of
M:Ti compositions. To date, all optimum high-loaded cation-
doped systems known alter the anatase electronic properties by
mainly controlling the conduction band end/edge.19,112,170,274,303

Other cations such as Ce or less likely Nd also appear to be
potentially useful candidates although they do tend to present
relatively low solubility limits on the anatase structure. These
relatively low solubility limits reduce the potential influence on
the electronic properties and thus the corresponding decrease in
the band gap energy. This in turn restricts the use of sunlight
photons. Of course, cations such as Cr typically lead to the
presence of anion vacancies. This (and other low-doping cations
as Co, Sn2+, etc.) can be useful for sunlight operation conditions
if oxygen-defect bulk-localized states are avoided by carefully
controlling the alien oxidation state and the alien radial distribu-
tion. But this is no easy task. Fe represents an example of a
different, complex case where a significant variability in the
electronic situation can be encountered in doped samples due
to the high number of local structural situations present in
synthesized samples. This, together with the complex chemistry
of Fe present at anatase surfaces, already discussed in section
6.1.2, certainly limits the extraction of useful information, at least
for the present.301,302,317,580�582

There are also anion highly doped systems. But, possibly, the
only real alternatives are those taking into account the N,F-
codoping system obtained using the few synthetic methods that
guarantee the presence of specific chemical species above 4 atom%
together with adequate control of the structural situation.239�242

As pointed out previously, although the S and specificN-containing
materials lead to useful highly loaded sunlight-active systems,
they are less than well established from a structural point of view.
This is due to the high number of simultaneously present species,
with respect to both N-/S- and charge neutrality vacancy-related
species, as well as the need for an improved understanding of
local-middle range structures.
In the case of anion-doped materials, one unresolved question

concerning the general view just described is whether the
localized states, that is the most important states likely near the
valence band, constitute the exclusive physicochemical charac-
teristic responsible for the enhancement of visible light. Such
localized states are characteristic of the low doping level region as
previously discussed forN-dopedmaterials but irrespective of the
N-content their importance has been discussed.6,53,75,194,198,200,508

As detailed in section 2.2, sample heterogeneity as well as
the ubiquitous presence of surface N-species and/or oxygen-
vacancies (potentially a photosensitizer when at the surface)
can decisively contribute to the enhancement of photoactivity

observed for visible light.6,75,248,251,508 It should also be remem-
bered that anion-doped materials are visible-light active but, for
example, very few N-doped materials improve P25 or titania
samples with sunlight. This is a fact that is neglected in the
current literature although it clearly restricts the usefulness of the
anion-doped materials in the context of sunlight operation.
Concerning the low loading region, it merits highlighting that

low loading cations can also produce positive photoactivity effects.
Apart from cases such as V,Co,Ce or Sn2+which have already been
mentioned where a clear effect on band gap energy is possible (for
low/medium concentrations, e.g. below/around 5 atom %), the
paradigmatic case of grafted cations into anatase surfaces described
in detail in section 6.1.2 exemplifies the situation.291,326,570 This
latter system involves localized electronic states, which can lead
to a positive influence on photoactivity if adequately engineered
at the surface. Grafted cations make multielectron capture and
chemical steps feasible. Optimum energy positions with respect to
the anatase band structure are a requirement.
Other alternatives such as, for example, two-photon technol-

ogies, made by creating narrow band structures in the anatase
gap, are also potentially important for obtaining visible light-
active systems. However, to date we are unaware of any serious
approach to achieveing this within this conceptual framework.
However, it should be noted, as discussed in section 2, that the
so-called self-reduced (anion vacancy) or Ni-doped TiO2 mate-
rials can be used to realize this concept, although clearly in the
case of anion vacancy long-term stability would be an issue.
Finally, one idea that has been put forward by Bealac et al. points
out that some excited states of doping cations can alter excitonic
decay at room temperature in a drastic way. This significantly
extends lifetimes in the useful range for the necessary chemistry,
e.g. above the microsecond. Hence it could provide a way for
improving photocatalytic properties.605

A similar approach concerning the key properties controlling the
photoactivity of new systems as an alternative to TiO2 can also be
made. As described in depth in previous sections, GaN is a well-
known wide band gap semiconductor which exhibits limited
photocatalytic performance compared to TiO2 or ZnO in photo-
degradation reactions. On the other hand it is well suited for water
splitting processes. From DFT calculations, it has been reported
that the conduction band of GaN is composedmainly of Ga 4s and
4p orbitals, whereas the valence band is constructed from the N 2p
orbitals, which leads to a band separation of 3.4 eV. Ga defect-
derived gap states are also observed in nanosizedmaterials.329,604 In
this case, the tailoring of the band structure followed developments
as for the TiO2 doping. For GaN the most successful approach is
based on the formation of a solid solution; this strategy was widely
studied by Domen’s group using the GaN�ZnO system.443,444,447

The GaN�ZnO solid solution (Ga1�xZnx)(N1�xOx) has a no-
table influence on the position of the valence band of the parent
GaN system. The new valence band is formed by mixing the N 2p,
Zn 3d and O 2p orbitals. With respect to this new band config-
uration, density functional studies suggest that thismaterial absorbs
visible light via electron transitions from Zn acceptor levels
(located near/at the top of the valence band) to the conduction
band.604 Similarly, the solid solution formed by ZnGeN2 and ZnO
exhibits stable photoactivity toward the overall water splitting
reaction under visible light irradiation.448 As is the case for
(Ga1�xZnx)(N1�xOx), this new solid solution (Zn1+xGe)(N2Ox)
involves a band narrowing with respect to the former one. It has
also been attributed to the p�d repulsion existing between the
N 2p and Zn 3d orbitals at the valence band.
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Thus, both the GaN and TiO2 systems are representative
examples of how careful “structural” design can lead to adequate
customizing of the band gap energy. This appears to be the most
successful general approach for sunlight active materials. In the
case of TiO2, some cases which lead to localized states for specific
conditions of sunlight excitation have already been mentioned.
In addition, some rather less explored alternatives for the

above semiconductors which may require attention in the
immediate future correspond to the so-called stoichiometric or
compensated codoping processes. The presence of two alien
species at interacting distances would most likely lead to an
absence of charge compensation defects (e.g., compensated
codoping). This could make it possible to avoid the most
problematic issue already described, namely, expanding the
number of useful doping agents to essentially all cations/anions.
In anatase, this procedure has been explored for cation doping
using Sr/Cr253 and even more recently using cation�anion
(Eu�N, Fe�N and others) doping.263,264,271 In principle, this
option eliminates the existence of anion vacancies in TiO2,
although structural studies at the local level are required for
finding the definitive answer to such a question. For GaN, a
similar idea is behind the already mentioned ZnO doping of GaN
(Ga1�xCrx)(N1�xOx) (x above 0.1). However, here the pre-
sence of midgap impurity/defect levels (as described in section
6.2) seems to be the key in driving the behavior with visible light.
This leads to some complication in the prediction of the optical
behavior in the nanometer range.443,598,604 So, in summary, it
should be again stressed that our current understanding of this
field indicates that control of the local structure of TiO2 and
GaN-based solid solutions is so complex in the nanostructure
region that the necessary systematic structural�electronic�final
properties study is yet to be performed. In other words, this
alternative of considering useful doping pairs is still not fully
exploited.
Noncompensated codoping leading to cation charge-

compensating defects can also be envisaged as having the
potential to enhance charge density and mobility for semicon-
ductors. This approach would make it possible to simultaneously
avoid the most deleterious effects of doping on the photo-
activity.606 Such ideas were initially tested for GaN using CrO
doping; the doping level x was above 0.1 (Ga1�xCrx)(N1�xOx).
Although only limited theoretical support has been put forward
to support this idea, it may prove a potentially interesting path for
future research. In the case of TiO2, however, this should not lead
to the creation of anion bulk, localized-type vacancies.
As indicated at the start of this section, doping can be used in

photoselective processes such as elimination and/or selective
oxidation, in conjunction with zeolites, zeotypes, mesoporous
and/or nanotube materials/oxides acting as host for the alien
agents. All of these systems allow control of the morphological
properties but in particular porosity in the 1�5 nm range. This is
useful in the context of chemical reactions. In the field of
sunlight-excitation the most important applications arise from
the use of specific mesoporous oxides. Of particular note are
those presenting advanced nanoarchitectures such asmembranes
(used mainly for water treatment),607 as well as nanotube
materials. Such nanotube materials allow both (i) the efficient drain
and collection of charge carriers in specific geometrical configura-
tions and (ii) shape selectivity in chemical processes. Addtionally,
wall size and surface geometry strongly influence TiO2 band gap.

608

Since thesematerials usually consist of composite (for exampleCdS,
metal�TiO2 nanotubes or C-nanotubes�TiO2) systems, a more

in-depth discussion will be presented in the next subsection.609�612

At this stage of the research, the only work carried out on N and
C (among others)-doped TiO2 nanotubes has mostly (although
not exclusively) been devoted to dye-sensitized solar cells and
therefore lies outside the scope of this review.611,613,614 Finally, it
should be noted that nanotube morphology is possibly the only
3D ordered structure for high surface area materials that may
allow useful or straightforward applications of the antenna
concept.615

7.1.1.2. Novel Systems. Among systems which have under-
gone limited exploration, C-basedmaterials merit mention in this
section. Carbon (black) and other C-containing materials are
well-known absorbents and thus are typically used together with
titania to optimize photoactivity. However, as single-phase
systems with potential usefulness in photocatalysis only three
main systems need to be mentioned: multiwalled nanotubes,
fullerene and polymeric carbon nitride.
Multiwalled carbon nanotubes are known to produce oxygen

radicals on light excitation. But their application as “single phase”
systems in the photocatalytic world is almost nonexistent. Full-
erenes (C60, C70) are known to be good hydrogenation photo-
catalysts with UV light,616 but, to our knowledge, tests using
sunlight-excitation are lacking. This is probably due to the
complex modifications required to adequately handle the optical
properties. It is possible that the most promising system corre-
sponds to the so-called “polymeric carbon nitride” due to its
limited band gap energy (ca. 2.7�2.8 eV). From the first report, it
appears that noble-metal promoted carbon nitride together with
a RuO2 cocatalyst (for O2 handling) showed interesting water-
splitting capabilities.617 The electronic structure of the carbon
nitride is particularly adequate for thermodynamically favoring
H2 evolution. A mesoporous version of this system has recently
also been reported.618 Visible-light activity enhancement was
subsequently described through the promotion of the graphitic
carbon nitride phase with gold and gold rich bimetallic (Au/Pt)
phases. This produced a particularly efficient system for hydro-
gen production from water.619 A similar enhancement of the
photocatalytic activity was achieved by doping with sulfur
(C3N4�xSx).

620 Although, as typically observed in anion-doped
materials, the material displays several S-containing chemical
species. The substitution of N by S appears to drive to the band
gap decrease by modifying the valence band structure. This
material was tested for hydrogen production as well as for phenol
degradation photoprocesses. Other metal promoters, such as Fe,
result in systems that are active specifically for benzene partial
oxidation to phenol.621 All cation (Au and Fe) and anion (S)
promoted systems are active for both UV and visible light. But
unfortunately they require very specific reaction conditions
(pressure, temperature and/or ambient/media conditions), at
least in the case of partial oxidation reactions. Such conditions
therefore demand detailed analysis in order to test the usefulness
of such materials with respect to more conventional ones.
An alternative to these C3N4 materials using 1,2,4,5-benzene-

tetracarboxylic dianhydride (PMDA) coupled to a carbon nitride
polymer has also been presented.622 Such systems outperform
both g-C3N4 and N-TiO2 in methyl orange elimination with
visible light under normal (P,T) conditions. Thus, this material
can be considered as the most promising C-single phase material
reported to date in the literature, although its use with sunlight
still needs to be further assessed. Also it should be noted that
considering this case as a single or composite material warrants
discussion.
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Finally, we would like to present a novel system for the water
splitting reaction which constitutes one of the most promising
candidates with amazing features. Silver orthophosphate has
been recently described by Yi et al. as exhibiting an extraordinary
performance for water oxidation under visible light.623 Though
Ag3PO4 is incapable of splitting water to form H2, it possesses a
strong photooxidative potential in the presence of a sacrificial
agent. In addition, the authors showed that this system also
presents an exceptional behavior for methylene blue degrada-
tion compared to other visible photoactive systems (BiVO4,
TiO2�xNx). The combination with AgX forming core�shell
heterostructures significantly improves the photocatalytic activ-
ity for methyl orange degradation under visible irradiation.624

Other heterosystems such as Ag2S/AgCl, AgCl/Ag2MoO4,
AgBr/Ag2WO4, AgI/AgVO3 have been proposed by these autors
which would exhibit promising performances for photocatalysis
or photoelectric conversion.
The remarkably high efficiency, significantly higher than those

previously reported, has been associated with the low recombi-
nation rate within the orthophosphate material. From DFT
calculations, it has been postulated that the highly dispersive
character of the valence and conduction bands strongly favors the
photogenerated carrier transport. The considerations made
concerning the composition of the bands opened up a new
concept for the design of new visible-active photocatalysts. Using
this approach, the authors suggest a new pathway open for
exploitation, which would consist of the modification of narrow
band gap binary oxides (Ag2O, Bi2O3, Cu2O, Fe2O3, Cr2O3,
V2O5 etc.) by the addition of p block elements, e.g. alkali or
alkaline earth ions, into their structures.
7.1.2. Composite Materials. As summarized in previous

sections, composite materials are typically aimed at improving
photoactivity through adequate handling of the electronic, in
particular the optical, and/or chemical properties. The optoelec-
tronic properties are mostly concerned with band gap engineer-
ing (e.g., controlling light absorption) as well as judicious
handling of charge carriers after light excitation. The chemical
properties are typically used to enhance the reaction through
adequate adsorption and/or activation of the reactant species.
Specific trends in electronic and chemical/composition engi-
neering would consider the optimization of these two capital
aspects of any photochemical reaction. Any current or future
research objective would involve a “physical” separation of both
light-handling and chemical centers.625 With current technolo-
gies this is only possible in a multicomponent system. It aims at
simplifying the optimum choice/modulation of each of the
component characteristics. Ultimately it should end in a fruitful
path for the production of future generations of active
photocatalysts.
7.1.2.1. Current Systems. If the discussion of novel composite

materials is started with examples currently being extensively
studied and which demonstrate reasonable stability to ensure
their long-term use, then there are two which merit mention:
(i) Oxide�oxide nanomaterials contacting phases such as

Cu2O/CuO, WO3 and Fe2O3 with TiO2-anatase. The
anatase�rutile system can be used to produce useful
sunlight-operating materials if doping of one of both
components is possible as detailed in sections 2.1.1 and
2.2.1. Other systems with potential applications and which
range from the simple (CeO2, Bi2O3) to themore complex
(FeTiO3, NiTiO3, LaVO4 and others) have also been
described in previous sections.117�129 Figure 21 summarizes

the current knowledge with respect to size-effects on these
systems. In section 2.2 we discussed the fact that surface
states can be as important as thermodynamic issues
(related to valence/conduction band energy properties)
in driving photochemical activity. Phase contact and
subsequent charge handling throughout the interfaces
are therefore strongly size- and defect-dependent. These
need to be carefully analyzed in order to allow definitive
conclusions about the usefulness of such systems.
Although this limits an unquestionable prediction of the
potential of these materials, by using current knowledge
some nanosize regions where contact among the phases is
expected to be useful can be described. It is therefore
possible to put forward the suggestion that core�shell or
patchy systems having adequate (i) size (of both the core
and the shell) and (ii) anatase-modified surfaces (e.g., with
control of acidity and reactant sorption capabilities) could
be exploited as advanced materials with potentially fruitful
applications in future photocatalysis. Such structures
appear, therefore, the most promising candidates for the
development of future technologies.
A similar discussion with respect to metal�TiO2 materials
concludes that their relative high cost as well as their
limited stability (e.g., oxidation of the metal even in
absence of contact with the reaction medium) may restrict
the usefulness of these systems. In spite of this, there are
current examples of innovative work that merit mention:
(i) those handling the metal�nanotube semiconductor
interface to reduce charge recombination and/or (ii)
novel plasmonic materials including metals, such as
Ag�AgX (X is an halide).295,297,455,626,627

(ii) Systemswhich incorporatemost of the rules mentioned at
the beginning of this section such as ternary Au/MSx/
TiO2 composite materials. A core (Au) shell (MSx)
structure in contact with anatase nanoparticles, as de-
picted in Figure 6B, appears to be an optimal configura-
tion. The efficiency of such a systemwould be based on an
efficient drain of holes produced by charge evolution on
visible light absorption by the chalcogenide phase. Con-
currently, efficient charge handling through internal, that
is not exposed to the reactant mixture, or external (i.e.,
exposed), interfaces, is necessary.139,565 This system is a
prototypical example combining all the important con-
cepts for semiconductor�semiconductor and metal�
semiconductor systems previously described in this re-
view. It allows the efficient use of both UV and visible
parts of sunlight, long-term stability of the system which
eliminates the weak facets of both the chalcogenide
(MSx) and the metal (Au) component behavior, effective
charge separation for both UV and visible excitations, and
adequate surfaces for chemical reactions.

Section 2 described several composites in which the phase-
contact metal and/or the visible-light MSx absorber can be
replaced by more modern materials. The most exciting compo-
site systems are described below.
7.1.2.2. Current Less-Explored Systems. One example of a

composite system which has been the subject of research but
warrants further study due to clear underexploitation and could
in fact become important in the near future is that of carbon- and
polymer-oxide (TiO2, ZnO) nanocomposite materials.
As previously mentioned, the carbon or polymer counterparts

of oxides are new materials in the context of this field. Due to the
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versatility of these nonoxidicmaterials, they could lead to exciting
new photocatalysts. Among C-containing materials, there have
been a significant number of contributions using activated and
other high surface carbon materials for improving the limited
adsorption capabilities of TiO2 and ZnO photocatalytic
oxides.628

More recently, carbon nanotubes (CNTs) have attracted the
interest of researchers. Composite materials with photoactive
oxides have been recently reviewed.134,629 Their use in pollutant
elimination has been described, although recently they have also
been shown to have applications as bactericidal agents.630

Usually, multiwall CNTs present good conductivity character-
istics. Apart from displaying, as do all carbon structures, a high
surface area which is beneficial for pollutant adsorption, this
nanomorphology also offers spatial confinement, which may be
useful for certain reactions such as selective oxidations. In
addition, one of the main advantages of carbon nanotubes for
photocatalytic applications is related to their high electron
storage and visible light absorption capabilities.631,632 The former
contributes to the enhancement of electron�hole separation by
receiving electrons from oxides after (UV) light excitation while
the latter allows visible light activity for the CNT�oxide
composite systems. Apart from the initial excited electron
donation from the CNT to the oxide after light excitation, the
mechanism for visible light activity is still not clearly established.
However, a hypothesis concerning a subsequent electron with-
drawal from the oxide valence band and further annihilation with
holes present at the positively charged CNT has been postulated.
The limited information presently available for such systems
restricts the prediction of the importance of CNT�oxide
systems for sunlight applications. Finally it should be mentioned
that, as with the single oxides, the activity of the CNT�oxide
systems is limited by the presence of defects in the carbon
counterpart134 and that their stability for long-term operation
may be compromised by oxidation of the CNTs. This requires
further input before a definitive conclusion can be reached.
A second C-containing system with significance in the future

of the photocatalytic world is the graphene (or graphene
oxide)�TiO2 binary material. Although a few tests concerning
hydrogen production633�636 as well as methanol,635 rhodamine
B637 and methylene blue638,639 degradation have been published,
the importance of this system for sunlight is still unproven. We,
however, note that graphene�gold nanocomposites appear to
degrade certain pollutants (rhodamine B; light sensitive) much
better than graphene�TiO2 systems while using visible light. All
these results suggest, on the other hand, that an efficient inhibi-
tion of the recombination process for all excitation wavelengths is
present. In a recent paper, Chen et al. described the preparation
of a series of TiO2/graphene oxide composites with a p/n
heterojunction.640 Their study reported a tunable conductivity
of graphene oxide which depends on the relative TiO2 concen-
tration. The increasing photoactivity for methyl orange under
visible irradiation was associated, in this case, with the formation
of a p-type heterojunction and subsequent effects on charge
handling. Recently, Du et al. reported large-scale density func-
tional calculations of the graphene�rutile-TiO2 (110) surface
interface.641 They found that there is significant charge transfer
from graphene to titania, leading to efficient hole accumulation in
the graphene layer and shifting of the Fermi level 0.65 eV below
the Dirac point in titania supported graphene. These calculations
revealed that an interface charge-transfer mechanism can med-
iate the direct excitation of electrons from graphene into the

titania conduction band (CB) under visible light irradiation and
yield to an improved separation of electron�hole pairs. The
versatility of ternary metal/MOx/graphene would be expected to
be larger than the binary systems described. They certainly have
the potential for further exploitation in the future, but currently
there are no reports concerning photocatalysis.642 Other poten-
tial systems explored under visible light correspond to graphene
(or graphene oxide)�BiVO4 or BiWO6.

643,644 Additionally, a
ternary system in which graphene acts as a solid electrolyte in the
presence of BiVO4:Ru/SrTiO3 under a direct Z scheme has been
recently reported.645 Such composite material shows a signifi-
cantly higher activity than the similar system without graphene.465

A composite system which has, however, been firmly estab-
lished for its usefulness with sunlight is that based on polymer�
oxide and specifically selected polymer�TiO2 formulations. Due
to the processing versatility of polymers clearly these materials
can have significant advantages over conventional, inorganic
ones since they can be used as (i) films, (ii) fibers and/or (iii)
membranes. Such configurations add beneficial properties to a
catalytic system and are optimal for gas and liquid phase (mostly
selective) elimination or partial oxidation processes. Addition-
ally, the intimate contact of both phases through a simple heating
of the polymer over the glass transition temperature ensures the
interdigitation of both components and ultimately a maximized
heterointerface.
Where polymer-based films are concerned, those which are

homogeneous at a micrometric scale and those corresponding to
layered structures can be differentiated. Those that work for both
UV and visible light excitation and that correspond to homo-
geneous systems using EVOH (ethyl�vinyl alcohol copolymer)
and PP (polypropylene) have shown high activity in disinfection
processes.135�137,646 In these systems, the organic�inorganic
interface is shown to give rise to new electronic states which are
not present in the individual components. This allows an efficient
charge separation for both UV and visible light excitation. The
latter is important since none of the constituents is visible light
active. The control of the interface appears critical for obtaining
systems that show high activity with sunlight without the need for
further modification (doping etc.) of either the oxide or the
polymer. Layered polymer�titania structures are more frequently
synthesized, but their usefulness is restricted to UV excitation.
Their ability to show activity for both UV and visible lights is
relatively scarce, at least if compared with the large amount of
labor dedicated to UV-active systems. The work carried out with
PVA (polyvinyl alcohol)138and HA (hyaluronan)647 and a con-
tribution using TiO2 inverse-opal and P3HT (poly-3-hexylthio-
phene) all merit mention.648 All the research was devoted to the
photoelimination of pollutants and typically showed activities
outperforming TiO2-only materials. Another polymer-containing
heterostructure presented by Park et al. exhibited enhanced
conversion in the H2 evolution reaction.

649 This heterostructure
is formed by guanidinium cations adsorbed on a Nafion-coated
dye-sensitized TiO2 thin layer (G-Nf/RuL/TiO2). The en-
hanced production of hydrogen in the presence of guanidinium
has been ascribed to two parallel effects: a retarded charge
recombination and the retarded self-quenching of the excited
dyes. We can highlight as future research fields any opened up
by the seminal work using photonic inorganic structures. An
example is inverse-opal as well as those handling the organic�
inorganic interface in order to produce highly efficient systems in
the whole UV�visible electromagnetic range. Finally, we should
mention polymer-based systems which allow the long-term and
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efficient use of MSx semiconductors through judicious handling
of the charge carriers generated on visible light excitation of the
inorganic matrix.140

The second polymer-based “structure” of note corresponds to
fibers using polyester, other polymers or natural products of
importance in textile and other industrial applications.650,651

Again, to our knowledge, no specific work devoted to sunlight
excitation has been reported using TiO2-based materials, although
there are reports using other visible-light assisted oxides, parti-
cularly CuO.652 A similar situation is for membrane nanocom-
posite systems. Although, as detailed in review articles, there has
been extensive investigation of polymer�TiO2 materials with
photocatalytic activity, these have been exclusively tested for UV
light and would not always be adequate systems for use in
sunlight applications.653 Most of these applications reported
are in the field of water treatment. This is because polymer-
based membranes allow a complete chemical and biological
treatment of liquids while using the so-called “asymmetric pore
distributions” ranging from micrometers to nanometers. A
photoactive inorganic component significantly improves the
behavior of polymer-based membranes. This is done by enhanc-
ing the chemical and biological cleaning capabilities, by tuning
the organic component hydrophilicity as well as limiting biofoul-
ing aging of the polymer component. All these capabilities can be
simultaneously attained by using inorganic materials specifically
designed for sunlight applications. But surprisingly to date there
have been no reports available.
7.1.2.3. Novel Systems. One novel composite system with

promising potential in photocatalysis is based on metal organic
frameworks (MOFs). Such kinds of materials, which most likely
will be exponentially developed over the coming years, can be
considered as a new alternative to more traditional photoactive
systems. Metal organic frameworks can be defined as “a class of
crystalline, hybrid inorganic�organic materials presenting a 3D
network of metal ions or discrete metal clusters interconnected
through multidentate organic molecules”. The metal organic
frameworks are a special group of coordination polymers char-
acterized by their particular crystalline and porous structures.
This crystalline structure can be compared with that exhibited by
zeolite-like ones. Zeolite-based photocatalysts have been exten-
sively described for different applications in both liquid and gas
photocatalysis.2,654,655 The particular textural, structural and
electronic properties of zeolites involving transition metals with-
in the zeolite frameworks or cavities have opened up new
possibilities in catalysis, in particular those exploiting “shape”
selectivity in organic reactions, but also for various photochemi-
cal processes. In this context, the disposition of highly dispersed
titanium oxide species within a zeolite framework showed
improved photocatalytic performance, much higher than that
of conventional semiconducting TiO2 photocatalysts.

656 How-
ever, this option was focused on UV-based applications exclu-
sively. In addition to structural issues, zeolites can also be
modified (by dealumination/fluorination) to make strongly
hydrophobic materials which have some advantages in aqueous
processes.657

Important differences between zeolites and MOFs arise from
the existence of the organic network. The combination of a 3D
order with tunable dimensionality of the cavities, together with
their chemical tailoring which induces specific, controlled func-
tionalities, makes MOFs a promising alternative to zeolite-like
materials.658 In addition, a recent review discusses in depth
the semiconducting properties of MOFs.659 Since many MOFs

described are formed by transition metal-containing clusters as
structural nodes bridged by organic linkers, a conduction band-
type electronic state might be formed if adequate mixing between
the empty d metal orbitals and the organic molecule LUMO
electronic state takes place. Thus, it can be said that the band gap
in MOF systems is closely related (from a simplified point of
view) to the HOMO�LUMO gap and can be therefore tuned by
varying the functionality of the organic linker.660,661 In spite of
these interesting properties, MOF applications have been mainly
restricted to gas separation and storage. In 2004 Yu et al.662

reported the synthesis of a 3D bimetallic coordination polymer
containing uranium and nickel. These authors anticipated that
this particular structure should exhibit similar photocatalytic
activity as previously reported uranyl units UO2

2+. Due to the
electronic transitions within the UdO bonds and charge transfer
from a ligand to an empty 5f orbital on the U atom upon
excitation, uranyl�organic compounds is reported to exhibit
attractive photoluminescent, photocatalytic, and photoelectrical
properties. However, although the photocatalytic applications
of this family of materials have been firmly established, since
those first results only a few papers studying their applications
in photocatalysis have been reported.663�666 One of the most
analyzed systems is MOF-5, which has a regular, three-
dimensional cubic lattice defined by a Zn4O cluster at each
corner of the structure linked by six units of terephthalate (1,4-
benzenedicarboxylate). It is reported that MOF-5 gives rise to an
absorption spectrum with an onset at 450 nm due to the
excitation of the organic linker.663,667 The calculated band gap
for this material is, however, 3.4 eV and presented a similar
photoactivity as TiO2 or ZnO when the activity is compared per
metal atom (mol of phenol/metal atom gr.) for phenol degrada-
tion on UV irradiation. Since one of the most interesting pro-
perties of such materials resides in the possibility of band gap
tuning by tailoring the organic linkers and altering the sub-
sequent framework topology,668 these early results open up a
promising field for exploitation within the photocatalytic word.
Other challenging composite configurations, rarely in use but

currently under preliminary exploration, consists of the combi-
nation of a luminescence material with a photoactive catalyst.
Within this configuration the exploitation of the radiation range
not absorbed by the photocatalysts is desirable. This approach
appears to be a completely new alternative for enhancing the
efficiency of the photocatalytic process by judicious handling of
the arriving photons. It is clear that the range of non-interacting
photons drastically diminishes the quantum yield under solar
irradiation conditions. As has been widely described in earlier
sections, the extension of the visible absorption using different
strategies seeks to increase the photocatalytic process efficiency.
Thus, the combination of the photocatalytic system with the so-
called “phosphor”material which could handle and transform the
incoming sunlight radiation turns out to be an interesting but not
yet fully explored highway.669

Thus, these combined solutions intended for practical photo-
catalytic applications would make it possible to profit from the
luminescence properties in two ways: the so-called upconversion
or downconversion luminescence of a phosphor material. An
informed selection of the phosphor material should lead to an
extension of the number of photons available within the absorp-
tion range of a specific photocatalyst. Thus, an upconverting
phosphor would absorb low energy radiation in either the IR or
visible range and ultimately emit higher energy radiation in the
visible or UV range respectively. In this case, two low-energy
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photons are “added together” to give one higher-energy photon.670

On the contrary, a downconverting phosphor would be excited
by high energy radiation (UV light), thus presenting an emission
with lower energy in the visible range. Downconversion, which is
also known as quantum cutting, is the opposite process of
upconversion: One high-energy photon is cut into two lower-
energy photons.671 Of course, the performance of the composite
system requires the interface handling of charge carrier species,
and this has not been fully analyzed within this particular
situation.
The applications of the upconversion process by phosphor-

like systems (e.g., visible to UV) should optimize the photo-
catalytic performance of traditional UV active photocatalysts.672

In the same way, using downconverting phosphors (e.g., UV to
visible) combined with the new visible active photocatalysts
described in previous sections should also result in the improve-
ment of the efficiency of the process.
Among the wide range of reported materials with lumines-

cence properties, several classes of phosphors include (i) mixed
metal molybdates, tungstates and vanadates,673,674 (ii)
Ln3M5O12 (Ln = Y, Gd, M = P, Al, Ga) garnets doped with
Ce3+,675 (iii) new rare earth halide, nitride and oxynitride
materials676,677 and (iv) inorganic�organic framework materials
in which the excitation and emission processes would take place
at the organic ligand.678,679 The chemical modification of these
organic linkers would allow the preparation of specific polymer
networks presenting strong and tunable luminescence activity.
Within this framework, the best option would consist of the

coupling of a UV-emitting phosphor with a TiO2-based photo-
catalyst since the latter provides the best photocatalytic perfor-
mance over a wide range of applications. Many UV-emitting
systems that could be considered for such composite formulation
can be found in the literature. Strontium aluminosilicates show a
main emission line in the UV region: Sr2Al2SiO7:Ce (387 nm)
and Ca0.5Sr1.5Al2Si2O8:Ce,Tb (386 nm). Doping with other rare
earth cations results in a shift in the emission line from blue to
purple. Other compounds based on borates, silicates, phosphates
and sulfates have all been reported to show UV emission.
Interesting to mention is YF3:Yb

3+,Tm3+, which allows the use
of a near-infrared frequency (980 nm) to obtain a useful UV
emission in the 290�365 nm range.680 In a similar approach,
Zhang et al. described a heterosystem formed by Bi2WO6 with
Er3+ cations which acts as an upconverting phosphor center. This
way, the upconverting properties of Er3+ species can transform
visible light beyond the absorption edge of Bi2WO6 into the UV
light region that can activate Bi2WO6.

681 These authors demon-
strated that such a synergetic system exhibited improved photo-
activities for phenol degradation under irradiation at 465 nm by a
3 W LED.
Recently, Li et al. reported an enhancement in the photo-

catalytic performance of TiO2 by coating it with Eu2+, Nd3+

codoped CaAl2O4 phosphor.682 The CaAl2O4:Eu
2+, Nd3+@

TiO2 composite synthesized by a sol�gel method showed higher
photocatalytic activity than pure TiO2 under visible light irradia-
tion for the NO degradation. From these results, the authors
claimed that the combination of TiO2 with a long afterglow
phosphor leads to a composite synergetic system in which
phosphor should absorb and store light and then release the
energy in the dark period. This would ensure it maintaining its
activity in a variety of situations. For Sr4Al14O25:Eu

2+,Dy3+

phosphor, it has also been reported that the afterglow time
strongly depends on the extent of Ca substitution in the

Sr position.683 So it appears that this composite configuration
would allow the reaction to be extended to a dark regime “�a la
carte”. This idea will be fully described in section 7.2.
In a recent paper, Ciambelli et al. reported a very interesting

synergetic effect between a ZnS-based phosphor and
V5+-TiO2.

684 In this case, the downconverting phosphor absorbs
radiation at 365 nm presenting the emission band at 440 nm,
just within the range in which V5+ doped catalyst can be activated.
For the ethanol photooxidative dehydrogenation reaction, the
presence of a luminescence material leads to an increase in the
apparent quantum yield from 2 to 30%.
An additional concept within the light-handling approach

described above for photoluminescence systems would consist
of the consideration of luminescence organic molecules as sur-
face sensitizers. In this case, it would be crucial to protect this
luminescence molecule from direct oxidation by the photoactive
material. Thus, the phosphor should be embedded or coated by a
protective system. On this basis, the production of short wave-
length photons in the UV region from low energy light would
make it necessary to develop new organic systems to be fitted
within the photocatalytic systems in a stable way. Within this
scope, one possible methodology could be based on the utiliza-
tion of the sensitized triplet�triplet annihilation photochemistry.685

Recently, Singh-Rachford et al. demonstrated the upconversion
(visible to UV) process by using two simple organic chromo-
phores. The selective excitation of 2,3-butanedione at 442 nm
occurs in the presence of the 2,5-diphenyloxazole dye and results
in the observation of a UV fluorescence signal centered at
360 nm.686 We strongly believe that the sensitization of a
photoactive system with a combination of dye molecules will
open new strategies for the improvement of photonic efficiency
by managing the incoming radiation, as long as the system is
sufficiently protected from external chemical attack.
Along these lines, an interesting enhanced luminescence effect

has recently been reported for rhodamine heteroaggregates
supported on a semiconductor thin film.687 This effect is
achieved by the combination of rhodamine 800 dye with different
rhodamine molecules supported on porous thin films (SiO2,
TiO2 or Ta2O5). The improved photoluminescence is found in
the NIR region. Based on this principle new sensitized systems
could be developed by using specific dye-heterostructured
surfaces.
Another approach could be based on the handling of the

surface chemistry dynamics by the development of a hetero-
supramolecular TiO2-based hybrid structure in which a close-
packed adsorbed bilayer of surfactant molecules covers the TiO2

particles.688 The enhancement in the photocatalytic activity, in
this case under UV light, is achieved by confining the organic
molecule to be degraded in the hydrophobic nanospace created
by the surfactant bilayer. In this way the surface concentration of
organic pollutant is increased and water competition for active
centers diminished. Based on this mechanism, the authors
reported that the photocatalytic activity for naphthol degradation
is enhanced as a result of an effective incorporation into the
admicellar space. Recently, the same group reported the applica-
tion of such heterosupramolecular structures for oxidation reac-
tions such as in organic synthetic applications.689 In these cases,
the cationic surfactant bilayer is disposed around Au-TiO2

particles which exhibit interesting chemoselectivity for oxidation
of alcohols to carbonyl compounds under visible irradiation. The
latter situation seems reasonably stable, as opposed to the
reaction carried out under UV light. This stability appears to
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arise from adequate handling of the physical contact among the
components. When the Au component is left free of direct
surfactant contact, this appears to limit the degradation of the
system with respect to the UV-excited case.
The possibility of developing biomimetic materials for photo-

catalytic applications should be also mentioned. Recently, bio-
molecules have been widely used for the modification of
semiconductors in order to improve the biocompatibility of
these materials.690 Such hybrid composites have found applica-
tions in different solar energy processes as photoelectrochemical
cells, photovoltaic technology and photocatalysis. From the data
presented in this review it should be clear that one of the most
important problems in photocatalysis seeking a solution con-
cerns the recombination process of charge species created on
light excitation. Molecules with specific functional groups such as
hydroxyl (typically characteristic of oxide materials), carboxyl,
silanyl or phosphonate groups present efficient trapping proper-
ties, and ultimately this may help in mitigating the problem. As Li
et al. described, most of the biomolecules under consideration
contain these functional groups and could serve as cocatalysts for
photocatalytic applications. Thus, some amino acids (cysteine,
arginine, L-hydroxyproline, histidine, alanine), biopolymers
(cellulose, chitosan, cyclodextrins) and other small biomolecules
(ascorbic acid, citric acid) have all been reported as improving the
activity properties of traditional photocatalytic materials.690

Following Green Chemistry principles, the driving force in
most industrial processes based on heterogeneous catalysis might
lie in the development of more selective catalysts that can minimize
the use of raw materials and avoid the formation of undesirable
byproduct. In this sense, the most selective systems known are
enzymes which of course are nature’s own catalysts. Recently, many
examples involve the development of biomimetic catalysts by
assembling enzymes and different catalytic materials.691�693 The
first attempt to combine a photoactive material and enzymes was
reported by Kurayama, who described a new photobioreactor
formed by TiO2 and formate dehydrogenase (FDH) as the
enzyme for CO2 fixation and using methylviologen (MV) and
diaphorase enzyme (DAH) as electron transfer mediators.694 In
this case, the coupled reaction was designed separately and
photocatalytic and biocatalytic reactions were divided by a
ceramic membrane. Within this configuration, the inactivation
of the enzyme by the UV light was avoided. The immobilization
of selective enzymes over a specific support has been recently
reported for CO2 reduction to CH3OH.

695 Related to this is the
immobilization of the specific enzyme as carbon monoxide
dehydrogenase (CODH) onto TiO2 which has recently been
reported by Woolerton et al.696,697 This novel heterosystem
exhibited promising photocatalytic activity for selective reduc-
tion of CO2 to CO. Although only a few examples with both high
activity/selectivity and long-term stability while using sunlight
are actually reported, the exploration of bioconjugated hybrids
and/or bioinspired systems for photocatalytic remediation, se-
lective oxidation or H2 production is expected to grow in the next
few years.

7.2. A Summary of Present and Forthcoming Ideas
Section 7.1 presents the conceptual framework where the

photoactivity of archetypical single-phase systems such as TiO2

or GaN can be explained as a function of solid physicochemical
characteristics. As a general rule, we detailed the main framework
where the simultaneous control of morphology and defect
structure could pave the way for future improvements.

In the case of TiO2, the morphology parameters affecting the
photoactivity include primary and secondary particle size, parti-
cle shape and porosity. Although a decrease in primary particle
size increases the surface area and has a generally beneficial effect
on the photoactivity, a primary particle size decrease can also
exert two simultaneous adverse effects: (i) on the enhancement
of the geminate recombination and (ii) on the presence of
electron traps in the bulk. Of course, doping the anatase structure
could alter defect distribution with particularly important but
negative consequences on the photoactivity if the oxygen defects
responsible for the localized electronic states are created at bulk
positions. Particle shape would be expected to affect photoactiv-
ity through the presence of kink/edge (and many other) defects
as well as by modifying the OH properties. In the case of doped
samples surface effects such as these may be combined with those
derived from the presence of surface alien species, particularly
those altering acidity/basicity. Secondary particle size and por-
osity affect the light handling properties as well as nonradiative
and geminate recombination. Finally, recent results suggest that
surface engineering pathways related to the modification or
amorphization of surface layers could also lead to useful sun-
light-operated systems.82,698,699 Local arrangements as well as
control of defects at surfaces (a highly defective area as described
in section 2) are thus important. All of these morphological
variables are thus critical to our understanding of the physico-
chemical basis of photoactivity. However, their exact role and
mutual influence need to be systematically addressed in future
studies. As previously discussed, where primary particle size is
concerned, the distribution involves not only the mean but also
higher order moments derived from the important polydispersity
of the oxide, and hence the presence of different particle�particle
interface situations. These have all received considerable atten-
tion, and the presence of three regions with important conse-
quences on photoactivity above/below, respectively, ca. 4�5 and
12�15 nm appears reasonably established.

The photoactivity of the new alternative systems to TiO2

described in previous sections can also be interpreted within a
similar framework where morphological and defect variables
might be taken into account. Nevertheless, for pollutant elimina-
tion and/or water splitting processes we already mentioned the
relatively low importance of morphological variables. Thus, for
the specific case of oxidic photocatalysts such as perovskite-type
catalysts, as well as for nitride photocatalysts, there is evidence for
a strong, primary relationship with their inherent electronic
features. This is what directly modulates light handling. As widely
discussed in previous sections, painstaking studies of both band
and defect engineering is therefore a key in the quest to
optimizing these systems. Simple morphology properties, in
particular one such as the surface area which has been studied
to date, thus remain in a secondary plane.

With respect to single-phase materials and morphological
control, a final approach could involve the use of suitable bi- or
tridimensional structures. Apart from secondary particle size and
porosity, which have been already mentioned as the more
important interparticle morphological variables, the use of nano-
morphologies such as mesostructures with membrane organization
or nanotubesmust be considered. Thesewere previouslymentioned
in section 7.1 for TiO2-based materials.607,609�613,615 Nanotube
morphology would be expected to add rather interesting proper-
ties which could be used to handle noncooperative physical
phenomena such as antenna effects. Similarly, it appears that the
creation of 2D or 3D superstructures on several perovskite-type
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materials have certain influence on the photocatalytic activity,
although, as just outlined, the relevance of other morphological
variables, particularly primary particle size, appears to be some-
what limited.359,360,365,366,368,588

In spite of the advances for single-phase materials just
summarized, possibly the most appealing, general approach for
future improvements probably resides in the use of composite
systems. Of course, this takes into consideration that all im-
provements with respect to single-phase materials could be
included in a composite sample. As previously stated, a pathway
for future improvement in photocatalysis while essentially
using the composite materials described in section 7.1 would
also try to uncouple the photo and chemical steps into
different phases or surfaces in order to allow for the optimiza-
tion of each of the properties. This hopefully would lead to
eliminating mutual, mostly destructive or noncooperative
interferences.

In particular we have emphasized how to use such systems to
finely tune the photo steps with a special emphasis on light
absorption and/or subsequent charge separation. Novel ideas
would require the use of photonic materials and/or plasmonic
interfaces. Photonic materials such as inverse opals have been
used in, for example, polymer�TiO2. While the use of plasmonic
interfaces is still in its infancy, some interesting papers working
on the control of long-range plasmonic effects on semiconductor
surfaces or semiconductor�semiconductor interfaces have al-
ready been published.155,295 Nanotubular morphologies have
also been highlighted as rather useful. This is especially true in
the context of handling noncooperative phenomena which
influence the photo steps615 and could find application in 3D
ordered composite systems.

Some additional ideas suggest the optimization or improve-
ment of chemical activity by using the presence of “smart”
interfaces such as would occur with the presence of additional,
“inert” porous phases such as polymers, inorganic solid or
macromolecules chaining the reaction center. Such interfaces
can control reactant diffusion and/or local hydrophilicity near
the active center. This then maximizes the chemical activity in
both elimination and/or partial oxidation (organic synthesis)
processes. Since the current available literature using this
approach has already been considered case by case in section
7.1, in summary it is pertinent to point out that such a strategy
requires the setting up of rather complex nanoarchitectures.
However, it still deserves intensive study as a promising tool
for the optimization of the next generation novel photocata-
lytic systems.

Another important approach involves the so-called “remote
photocatalysts”. This includes photocatalytic systems with im-
pact distances outside the normal nanometric region and includ-
ing distances as long as millimeters.100 This approach was first
proposed by Tatsuma et al.700 and was rationalized by the
presence of gas phase H2O2 and the subsequent production of
hydroxyl radicals by UV-photolysis701 and/or the presence of
singlet oxygen.702 Oxygen diffusion at oxide surfaces has also
been shown to be possible at microdistances.703,704 However,
their involvement as leading species in photocatalytic reactions
seems only possible in partial oxidation processes. A similar
process can account for the main adsorption role of carbon-
containing species as previously mentioned for nanocomposite
systems. The studies performed, however, show that long
distance (mostly in the micro range but up to the millimeter
range) charge carrier number decreases about 2 orders of

magnitude with respect to the concentration in the vicinity of
the photoactive surface.

A more innovative implementation of this idea would be
based on the use of polymer-based composites that could allow
charge separation and traveling over long distances without any
loss with respect to the photoactivity action of the TiO2

component alone. This is demonstrated beyond doubt by the
high activity, larger than that possible for the inorganic compo-
nent alone, presented by those systems having the oxide
embedded into the bulk of the nanocomposite material. This
can be achieved using a range of polymer matrices with
semiconductor or even insulating character.135�138,298,299,646,705

Thus composite systems such as these appear to drive charge
carriers a long away from their original production and conse-
quently may open up new alternatives for using photocatalytic
systems remotely.

A third interesting option that is still to be fully explored
consists of using systems active under dark conditions after an
illumination period. The use of phosphors such as Sr4Al14O25:
Eu2+,Dy3+ has been discussed in section 7.1.684 In this case, a
suitable component combines both light handling and dark
operation capabilities. Outstanding performance was also de-
monstrated in the case of the PdO (or more probably PdO/Pd)
promotion of N-doped TiO2.

706,707 The additional presence of
Ni(OH)2 seems to reinforce the dark activity.708 Such PdO-
based systems have shown activity under postillumination con-
ditions both for the elimination of pollutants and in the biosup-
pression of germs. The Pd-containing phase has an important
electron storage capability with release of charge over a period of
hours. This discharge period is, normally, in metal�oxide
heterojunctions well below a millisecond.21 It was found that
such a singular capability is only operative in the previously
mentioned composite case and is not observed when palladium is
deposited on titania (anatase) or silica oxides. So although very
few examples using this idea have been developed, they really do
highlight the beneficial effects potentially obtainable by using
light-activated dark-active materials.

Finally, the combination of photocatalysis with other physical
and/or chemical processes such as microwave or plasma irradia-
tion, electrochemical treatment, physical adsorption or chemical
processes such as ozonization or photophenton must be here
mentioned.709�711

In summary, the complex combination of all these concepts
into a composite system may be possible. If so it would drive the
development of optimum systems which would maximize the
photoactivity “�a la carte” with tools allowing remote, dark
activity, plasmonic and/or cooperative effects at interfaces
and/or any other physicochemical method already mentioned
as required by the specific application. It should, however, be
noted that currently the understanding of such composite
systems is certainly scarce and probably not only (i) requires
exhaustive investigation of structural, particularly morphological,
electronic and light handling properties but also (ii) would
involve new tools in order to further progress the analysis of
the system in operando conditions, under the action of light and
chemical atmospheres. In this context and together with the
already mentioned development of new solid-state tools adapted
to the nanometer world such as PDF-XRD, the important efforts
summarized by Majima et al. concerning the development of
single molecule and single site tools for the seeding of light into
optical and chemical steps of relevance in photocatalysis must be
recognized.712
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